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FOREWORD

This report describes part of a comprehensive, continuing program of research
into remote sensing of the environment from aircraft and satellites. The research
is being carried out by the Willow Run L‘aboratories, a unit of The University of
Michigan's Institute of Science and Technology, for the NASA Manned Spacecraft
Center, Houston, Texas. The basic objective of this multidisciplinary program is to
develop remote sensing as a practical tool to provide the planner and decision-maker

with extensive information quickly and economically.

The scope of our program includes: extending understanding of basic processes;
evolving new applications for remote sensing systems; generating advanced remote
sensing systems; developing automatic data processing to extract information in a
useful form; and assisting in data collection, processing, and analysis, including

material spectra and ground-truth verification.

The research described herein was performed under NASA Contract NAS 9-12269,
and covers the period from July 1971 through July 1972. The program was directed
by R. R. Legault, Associate Director of the Infrared and Optics Division. The work
was done under the management of the NASA Project Manager, D. Evans, Manned
Spacecraft Center. The Willow Run Laboratories' number for this report is 10657 -
5-F.
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ABSTRACT

This report describes a program of investigation into certain fundamental prob-
lems associated with remote sensing from space. Particular emphasis is placed
upon two problems which are often underestimated in importance: (1) the spectral,
spatial, and temporal variability of the radiometric effects of the atmosphere; and
(2) the impact of limited spatial resolution, and consequent presence of mixtures of
target classes within individual resolution elements, upon computer implemented
multispectral recognition operations. Solutions to these problems are presented in
the form of: (1) a simplified calculational procedure for quantitatively determining
the several radiometric effects of Earth's atmosphere as a function of wavelength,
environmental conditions, and scene content; and (2) a multispectral recognition ap-
proach which specifically accounts for the possibility and recognizes the presence

of mixtures of targets within individual resolution elements.

In support of the above topics, specific analyses are also described which uti-
lize the remote sensor data collected from aircraft and spacecraft as part of the
S0-65 experiment associated with the flight of Apollo IX. Multispectiral scanner
data are utilized in validating the accuracy of a previously developed atmospheric
radiative transfer model. These same data, in concert with the model itself, are
then used to calibrate radiometrically the space photography associated with the
experiment. Finally, multispectral data from future space sensors are simulated
and an attempt made to evaluate and compare their potential in multispectral rec-

ognition operations.
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ATMOSPHERIC CORRECTION AND SIMULATION OF SPACE-ACQUIRED
REMOTE SENSOR DATA: 0.4- TO 1.0-um SPECTRAL RANGE

SUMMARY

The program for which this document serves as the final technical report represented a
rather diverse technical analysis aimed at utilizing the remote sensor data of the SO-65 experi-
ment associated with the flight of Apollo IX to address questions and problems not previously
examined. The technical scope of the program involved: (1) validation of a previously devel-
oped atmospheric radiative transfer model utilizing SO-65 experimental data; (2) reduction of
the model's necessary complexity to the end of producing simplified atmospheric correction
algorithms which would be of practical utility to the average user of space-acquired remote
sensor data; (3) radiometric calibration of space photography generated during the SO-65 experi-
ment; (4) simulation of the space data expected to be acquired.from ERTS and SKYLAB-EREP
sensors; and (5) analysis of the multispectral recognition potential, especially as regards the

recognition-resolution problem, of future space-acquired multispectral data.

All of the above technical objectives were addressed during the program, and the technical
approach, methodology and results for each are reported fulbly. However, the above five tasks
really reduce to addressing two problems of fundamental importance to the future utility of
remotely sensed data: (1) the impact of the spectral, spatial and temporal variability of the
radiometric effects of the atmosphere; and (2) the impact of limited spatial resolution and conse-

quent presence of mixtures of target classes within individual resolution elements.

A description of these two fundamental problems and of their importance is given in Section
1 of this report. It is shown that the presence and variability of atmospheric radiometric ef-
fects not only alters the spectral signatures of objects observed from space, but,more impor-
tantly, produces an alteration which varies qualitatively as well as quantitatively with atmo-
spheric state and leads to different total signature effects for different target types. In addition,
it is shown that the scene context within which a particular target is located also has a signifi-
cant effect upon the character of the target's spectral signature as viewed from space. It is
also shown in Section 1 that, limited spatial resolution for space sensors means that a very
significant proportion of resolution elements seen from space will contain mixtures of target
classes, resulting in a measured spectrum or signature for those elements which is a mixture
of the pure signatures of the classes involved. Standard multispectral recognition approaches

do not account for such a condition.
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The overall results of the program of investigation are synthesized in Section 2 to describe

O S R A T ol R A B e )

solutions to the fundamental problems of atmospheric effects and recognition-resolution. The
solution for the atmospheric problem rests upon a simplified calculational procedure for quanti-
tatively determining the several radiometric effects of Earth's atmosphere as a function of wave-
length, environmental conditions and scene content. The solution to the recognition-resolution
problem is a multispectral récognition approach which specifically accounts for the possibility,

and recognizes the presence of mixtures of targets within individual resolution elements,.

Section 3 presents a cookbook recipe for calculating the several radiometric effects of the
atmosphere upon space-acquired remote sensor data. The procedure is the result of simplifi-
cations applied to a more general atmospheric radiative transfer model previously developed.
The necessary inputs are described in detail, and possible sources indicated. A step-by-step
procedure is then defined which allows determination of all the atmospheric effects relevant to
remote sensing from space in the 0.4- to 1.0-pm spectral range. The simplification is achieved
by defining a standard space condition as a norm, and then tailoring it to specific conditions by

successive corrections for surface pressure, ozone and non-nadir viewing geometry.

Section 4 describes the radiative transfer model validation analysis representing the most
sophisticated attempt to date for validation of the calculated atmospheric effects in down-looking
remote sensor systems. It is shown that, within the error limitations of the experimental data,
the model appears to correctly calculate those quantities necessary to describe the atmospheric
effects. In particular, it is shown that for wavelengths in the blue and green regions of the visi-
ble spectral range, the accuracy with which the atmospheric effects can be calculated is pre-
dominantly controlled by the accuracy with which the ground truth input parameters describing

the atmospheric state can be determined.

Section 5 describes the calibration efforts on the SO-65 space photography. Only limited
goals were achieved in comparison to initial hopes. Problems associated with photographic
processing of the space photography reproductions precluded using these data for even the most
general validation of the radiative transfer model's ability to calculate the effects of the entire
atmosphere. However, absolute radiometric calibration was achieved by indirect methods for
a portion of the scene present in 80-65 data set AS9-26-3799. From this calibration the effec-

tive reflectance of scene elements could be determined.

Section 6 describes space sensor simulations which were produced by a new but quite simple
simulation technique. The simulations are valid in describing mean target spectral radiance
values and may also be valid in defining the target-associated variance. However, comparison
of multispectral recognition results produced from these simulations leads to some questions
regarding their ability to measure accurately the relative recognition capabilities of various

space sensors.
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Section 6 also provides a comparison of multispectral recognition techniques with quite
significant resulls being observed. A mixtures recognition approach is applied to multispectral
data of degraded spatial resolution. The mixtures recognition allows a determination of pro-
portions or mixtures of several targelts within a single resolution element. This technique is
shown to provide excellent recognition when compared to ground truth data, and much superior

results to those obtained by means of a standard multispectral recognition technique.

INTRODIIJCTION

The SO-65 experiment associated with the flight of Apollo IX represented a major advance
in remote sensing of Earth for peaceful purposes. The data consisted of (1) SO-65 multispectral
photography taken from the spacecraft; (2) the film produced duﬁng the simultaneous high-altitude
underflights of NASA's camera-equipped RB-57 aircraft; and (3) the radiometrically-calibrated
multispectral line scans made in near-simultaneous underflights over Imperial Valley by Willow
Run Laboratories' C-47 aircraft. Because of the variety of sensors and platforms involved, the
SO-65 experiment produced a significant data base containing a wide range of information ac-
quired at various spectral and spatial resolutions, containing a wide range of synoptic scene

contents, and being affected by a wide range of atmospheric path conditions.

The data produced by the SO-65 experiment have been subjected to extensive analysis and
interpretation. Representative of the results are a recent NASA publication [1}] summarizing
the results of vegetation-oriented Earth resource investigations, as well as previous publica-
tions (e.g., Ref. 2) describing geologic analyses. These analysis programs were primarily di-
rected toward qualitative analysis in the sense of classical photointerpretation. Even when
rather sophisticated techniques of, for example, false-color image reconstruction were utilized,
the methodology was fundamentally qualitative in nature. In particular, two very fundamental
and significant questions were neither approached nor accounted for: (1) what is the effect of
the atmosphere upon the multispectral data acquired from space or from the aircraft; and (2)
how can one maximize the information content of remote sensor data for which the spatial reso-~
lution is of significant magnitude compared to the scale of the phenomenon under investigation?
It is the purpose of this report to address these two fundamental questions utilizing the data base

resulting from the SO-65 experiment.

1.1. THE ATMOSPHERIC PROBLEM

The atmosphere has long represented a fundamental problem in remote sensing to astrono-
mers and planetary and solar physicists. The use of observations of incoming electromagnetic
radiation from extraterrestrial objects as an analytical tool has required development of exten-

sive theoretical and empirical techniques in order to account for, or at least minimize, atmo-

3
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spheric effects upon such observations. In more recent years, much technological effort and
expenditure have been allocated to carry remote sensors into space so that extraterrestrial ob-
servations could be accomplished without any interference from the atmosphere. If the atmo-
spheric effects are significant when one is looking through the atmosphere into space from Earth's
surface, surely the effects cannot be ignored when one is looking at Earth's surface through that

same atmosphere from space.

The atmosphere produces three fundamental effects upon remotely sensed phenomena within
that region of the electromagnetic spectrum where the sun is the dominant radiation source. First,
the spectral content, directionality, and intensity of the solar radiation reaching Earth's surface
are modified by absorption and scattering in the atmosphere. Second, that radiation which is
reflected from the surface and subsequently passes into space is also modified in spectral content,
directionality, and intensity resulting from absorption and scattering. Finally, the atmosphere it-
self becomes an apparent radiation source interposed between Earth's surface and a space sensor
because of the scattering of the incoming radiation from the sun and the outgoing radiation re-
flected from Earth's surface. These three effects are usually characterized, respectively, by
general functions termed: (1) the irradiance at the ground, Eg; (2) the transmittance from Earth's

surface to space, T; and (3) the radiance of the line-of-sight path between the surface and space,

L.
p
For any surface target of reflectance, p, the radiance L of that target as seen from space
is given by

pE T
Lz—g—n +Lp ‘ (1)

The transmittance, T, is a function only of the atmospheric state and the target-sensor geometry.
The irradiance, Eg, is a function of the atmospheric state, the target-sun geometry, the extra-
terrestrial solar radiation characteristics and the albedo of Earth's surface surrounding the

farget. Finally, the path radiance, Lp’ is a function of all of the above parameters.

Figure 1 shows the calculated spectral radiance of a typical agricultural target as seen from
space. For the particular geometric and background conditions indicated, the parametric effect
of atmospheric state, as characterized by the horizontal visual range at the ground, is shown. A
visual range of 100 km represents an exceptionally clear atmosphere, 40 km an average clear
day, 20 km a clear to hazy transition, 10 km a typical haze and 5 km a very strong haze. Figure

2 shows the spectral radiance of a typical sandy loam soil under the same conditions as for Fig. 1.

Several general characteristics of the atmospheric problem are seen in Figs. 1 and 2. The
most significant spectral effect occurs in the blue region of the visible spectrum, where the dif-

ference between having no atmosphere and having a very clear atmosphére (100-km visual range)
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is several times larger than is the difference between having a very clear atmosphere and a very
hazy one. At wavelengths longer than about 0.7 pm, the opposite holds with a very clear atmo-

sphere being nearly equivalent to no atmosphere.

The effect of changes in atmospheric state upon the spectral character of the targets of
Figs. 1 and 2 is not the same. For the corn field, going from a clear atmosphere to a hazy one
increases the observed radiance at wavelengths less than 0.7 um but decreases the radiance at

wavelengths greater than 0.7 um. For the sandy loam soil, the same atmospheric change from
clear to hazy decreases radiance at all wavelengths greater than 0.47 um. Except for the re-

versal of effects on either side of 0.7 pm, the corn field spectral shape is not signficantly altered
by changes in atmospheric state. On the other hand, the position and presence of spectral peaks '
and depressions in the soil spectral radiance does vary with atmospheric state. In fact, as the
atmosphere becomes hazy, the observed soil radiance begins to take on vegetation-~like spectral
characteristics, with a definite green peak present, a depression being created beyond that peak
in the yellow-red region and a near infrared peak moving out to 0.8 um and beyond. Thus, not
only does the atmosphere alter the spectral signatures of objects observed through it, but in
addition, the nature of this effect varies with atmospheric state and produces different total ef-

fects for different targets.

One of the primary reasons that these spectral effects differ with a changing atmospheric
state is that the spectral nature of the path radiance and of the ground irradiance is significantly
dependent upon the spectral albedo of the background terrain surrounding the target. A vegetated
background was assumed for the calculation of the data of Figs. 1 and 2. Thus, solar radiation
reflected from this background and subsequently scattered to become either a part of the path
radiance or a part of the ground irradiance carried with it a vegetation-like spectral quality. As
the atmosphere is assumed to be more and more hazy, this ground-reflected scattered component
becomes a more significant portion of both the path radiance and ground irradiance, and the path
radiance itself becomes a more significant part of the total observed target radiance. This al-
bedo effect did not greatly alter the spectral signature of the corn field since the intrinsic corn
spectrum looks like vegetation anyway. However, the albedo effect did alter the spectral char-
acter of the soil which does not look intrinsically like vegetation. The greatest effect on the soil
signature is in the red region, where vegetation and soil are in fact of most disparate spectral
character. This dependence of the surrounding background upon the spectral albedo is shown
more concisely in Fig. 3, wherein the spectral radiance of a corn field for two different back-
ground conditions is depicted. When the surrounding terrain is changed from vegetation (as
used in Figs. 1 and 2) to soil, the observed spectral radiance of the corn field also changes.
Without the reinforcing effect of a vegetative-like spectrum in the path radiance, the green peak
disappears, the chlorophyll absorption at 0.65 um becomes less distinct, and the near infrared

peak is slightly reduced.
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FIGURE 1. SPECTRAL RADIANCE OF A CORN FIELD AS SEEN FROM SPACE

FOR SEVERAL ATMOSPHERIC CONDITIONS. Parameter is horizontal visual

range at the ground. Solar zenith angle = 45°, nadir view angle = 0°, vegetation
background condition assumed.
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FIGURE 2. SPECTRAL RADIANCE OF SANDY LOAM SOIL AS SEEN FROM SPACE

FOR SEVERAL ATMOSPHERIC CONDITIONS. Parameter is horizontal visual range

at the ground. Solar zenith angle = 45°, nadir view angle = 0°, vegetation background
assumed. '
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FIGURE 3. SPECTRAL RADIANCE OF CORN FIELD AS SEEN FROM SPACE FOR
TWO BACKGROUND CONDITIONS. Visual range = 20 km, solar zenith angle = 45°,
nadir view angle = 0°,
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In summary, not only does the atmosphere alter the spectral signatures of objects observed
through it, but more important, the nature of that alteration varies with atmospheric state and
produces different total signature effects for different target types. In addition, when a particular
target is viewed from space, the scene context within which that target is located also has a sig-

‘nificant effect upon the character of the target's spectral signature.

1.2, THE RECOGNITION-RESdLUTION PROBLEM

Remote sensing from space has very definite geometric advantages. Iarge areas can be
covered in a single image frame, putting targets into a large regional context. In addition, syn-
optic or near-synoptic observation of events occurring at widely separated points can be achieved.
However, one disadvantage resulting from extended area coverage is the sacrifice in ground reso-
lution when compared to that normally obtainable from aircraft altitudes. Nominally, the dif-
ference in linear ground resolution between a spaceborne sensor and an aircraftborne sensor of
otherwise similar purpose is approximately one order of magnitude. Thus, linear spatial reso-
lution of several tens of meters rather than several meters is normal from space. This differ-
ence can be of significance when ground phenomena with a spatial extent of even several hundreds

of meters are observed.

Many phenomena can be effectively detected and mapped trom space even when they exhibit
dimensions significantly less than the sensor's resolution, so long as their radiometric contrast
to their background is sufficient to produce detectable image contrast. For example, in many
instances, roads can be detected even though their width may be only a fraction of the sensor's
resolution because their material images differently than their surroundings. Thus, for urban
geography, delineation of road networks is much more dependent upon the relation between reso-
lution and road spacing than between resolution and road size. In such cases, however, the
instantaneous sensor signal is only used as a threshold detection device, while actual recogni-
tion and interpretation are done by geometric analysis, often visual, of the resulting image pat-

tern produced by many such threshold detections.

Other remote sensing applications are not so fortunate in overcoming resolution problems,
however. In particular, for those applications in which the spectral character of the received
signal in each resolution element is examined to make a recognition decision, the actual magni-
tude of the instantaneous radiometric return is of fundamental importance. Obviously, if more
than one class of target is present within a single resolution element, the resultant spectral sig-

nal will be that resulting from a weighted mixing of the spectral signals of the classes present.

Computer-implemented multispectral recognition techniques are almost universally based
upon the assumption (at least implicit) that each resolution element analyzed contains no mix-

ture of target classes. At the very least, no provision is made for recognizing that a mixture

is present. Such approaches have been successful and have provided usefu1 results. However,
9
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the application of these techniques has been almost entirely limited to aircraft-acquired multi-
spectral data of relatively high spatial resolution, since suitable space data have not previously
been available. Obviously, the probability that a given resolution element will contain a mixture
of targets must increase as the size of the resolution element increases, so that one can expect

that such problems will be of increased significance for space-acquired data.

The degree to which multispectral recognition success will be degraded in moving from
aircraft to spacecraft resolutions will, of course, be dependent upon the spatial scale of the
phenomenon being investigated. A case of particular interest is that of agriculture. Extensive
research and application have already been conducted in use of multispectral techniques for
crop identification, disease detection, and acreage measurement. Since agriculture is a cul-
tural activity, we control, and thus have a good understanding of, the spatial scale of the phe-
nomena involved. Consider, then, the recognition problem which arises when agricultural re-
mote sensing is done with a 90-m square resolution element as will be the approximate case for
the Earth Resources Technology Satellite (ERTS) and SKYLAB multispectral scanners. This
resolution represents a square area of 2 acres for which standard multispectral recognition
success requires the presence of a substantially pure sample of a desired class. If one assumes
the presence of an extended agricultural area containing many fields of similar size and shape,
with adjacent fields containing different crops, then one can calculate the probability that any
particular 2-acre resolution element obtained while imaging that area will not contain a mixture
of crops from adjacent fields. The results of such calculations are shown in Fig. 4 for the case
in which the scanning is accomplished orthogonal to field boundaries (the situation is even some-
what worse otherwise). As can be seen, the result is strongly dependent upon the size of the
individual fields in the area. For square fields, a size in excess of 20 acres is necessary be-
fore the probability of getting a pure target in any particular resolution element exceeds that of
getting a mixture, and a field size nearly an order of magnitude greater is required for an 0.8
probability. The dashed curve in Fig. 4 shows that the situation is not dramatically improved

by assuming that up to 109, impurity is tolerable.

The curves for the rectangular fields of various length to width ratios in Fig. 4 indicate that
field shape is as important a factor as field area in causing mixture problems. Very small rec-
tangular fields present greater problems than square fields, because, for a given field acreage,

the minimum linear field dimension is nearer in size to the linear dimension of the resolution

element. For very large rectangular fields, the problem is more generally related to the fact
that there is more linear perimeter for a rectangle than for a square of equal area, and the mix-
ture problem arises at the perimeter. The increased mixture problem associated with rectangics
is especially significant because modern farming techniques are more efficiently applied to long
and narrow fields requiring fewer turn-arounds per acre worked. Thus, other factors being qual,

rectangular fields are preferred and are more abundant.

10




WILLOW RUN LABORATORIES

*SPIa1} TENPIAIPUT JO O1JR YIpIs 03 YIBuS] ST I9}0WEIEJ
*SOTIBPUNOY Pl 0} [EUOSOY}I0 POUUEDIS PUE (SIIOE g) 9IENDS 19}9W-(F = PIWNSSE JUIUIS[S UOIIN[O

-$8Y "NYALLVA dTdId AYVOLyINOAHD dEANTILXT DNIDVINI NHHM JHALXIN V NIVINOD
TTIM INFNATE NOILATOSHY ¥YVINDILYVd ANV LVHI ALITIEVHOdd T40IMd V ‘¥ 4014

(sexde) HZIS ATHIA TV AQIAIANI
000T 009 O00¥ 002 00108 09 OF 02 018 9 ¥ 2 I

ettt B - 0°

|
0
o
(%) A11119vdodd

— 90
— L0
—3'0
9INg YOFT = == =
sangd %001
—6°0

0’1




WILLOW RUN LABORATORIES

This example of the potential mixture problem for multispectral recognition of agricultural
phenomena observed from space can, of course, be extended to include potential problems for
other disciplines. It is significant to note, for example, that naturally occurring phenomena such
as forest stands are likely to have irregular boundaries. This will lead to a greater perimeter
length per enclosed acre than for agricultural fields and will create more of a problem with mix-
tures of targets within resolution elements for a given standing acreage. In any case, since a
significant percentage of resolution elements may well contain mixtures of targets, recognition
results must surely be compromised when such data are analyzed by means of a processing
methodology incapable of determining that a mixture exists.

1.3. SCOPE QF THIS REPORT

The program for which this document serves as the final technical report represented a
rather diverse technical analysis aimed at employing the data of the SO-65 experiment to address
questions and problems not previously examined. The technical scope of the program itself in-

volved:

(1) validation of a previously developed atmospheric radiative transfer model utilizing

SO-65 experimental data

(2) reduction of the model's necessary complexity in order to produce simplified atmo-
spheric correction algorithms which can be of practical utility to the average user of

space-acquired remote sensor data
(3) radiometric calibration of space photography generated during the SO-65 experiment

(4) simulation of the space data expected to be acquired from ERTS and SKYLAB-EREP

sensors

(5) analysis of the multispectral recognition potential, especially as regards the mixture

problem, of future space-acquired multispectral data.

A1l of the above technical objectives were addressed during the program, and the technical
approach, methodology and results for each are fully reported here. There existed a definite
relationship between the logical processes and technical development from one result to the
next. However, we feel that the standard practice of organizing a report along strict lines of
development would be a disservice to the reader for two reasons: first, he would be forced to
proceed methodically through each and every section in order to understand the results; and
second, it would be difficult to focus the emphasis upon those results believed to be of funda-
mental importance. Thus, we have taken the liberty of organizing this report to emphasize what
we believe to be the two aspects of this program which should have fundamental impact upon the
future utility of remote sensing from space. In particular, the discussion of results (Section 2)

focuses on the application and utility of the simplified atmospheric correction techniques de-
12
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veloped and on the demonstration of a method for overcoming the mixtures problem associated
with the rather coarse spatial resolution to be produced by space-borne remote sensors. Next,
Section 3 presents the methodology for calculating atmospheric effects. This methodology is
broken down into a step-by-step routine which requires minimal insight and understanding to
follow and which is directly amgnable to implementation as a computer program table. Discus-
sions of the basic physical phenomena causing atmospheric effects as well as presentation of
the mathematical formulations comprising the model by which the phenomena are quantitatively
described are relegated to the appendices. Many readers will be familiar with these aspects of
the problem since the phenomena themselves have been understood for some time and since the
general mathematical treatments have been developed and reported previously. Finally, Sections
4, 5,and 6 describe, respectively, the model validation, space photography c¢alibration and space
remote sensor simulation which were accomplished with the use of the data available from the

SO-65 experiment.

13
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DISCUSSION (z)F RESULTS

2.1, THE ANSWER TO THE ATMOSPHERIC PROBLEM

Given a physical description of the constituents of the atmosphere, an understanding of the
laws and effects governing the interaction between that matter and electromagnetic radiation,
and a solvable mathematical description of the mechanics of that interaction in a bounded
medium, one has, upon synthesis, an atmospheric radiative transfer model. The radiometric
character of any atmospheric state may then be determined so long as one can describe that
state in the terms required by the model. It is at this point that the utility and practicality of
mathematical modeling may fall short, for often input information necessary to a calculation
is as complex and difficult to obtain as the final answer which follows from that input. The
practical utility of a model can be measured in terms of the simplicity and availability of the
input information required to achieve acceptable and useful accuracy of output, and the ease

and speed by which input data may be manipulated to produée the output result.

2.1.1. MODEL INPUT REQUIREMENTS

The appendices describe the general matter-radiation interactions within Earth's atmo-
sphere and present the mathematical constructs to effect solution of the resultant equations.
Despite apparent complexity, the model actually requires four types of information: (1) a defini-
tion of the sun-target-sensor geometry; (2) a definition of the density and distribution of gaseous
molecules in the atmosphere; (3) a definition of the density and distribution of aerosol particles
in the atmosphere; and (4) a definition of the spectral reflectance characteristics of the terrain
surrounding the target. Operation of the model thus requires either specification of this infor-
mation directly, or specification of auxiliary information from which the model can itself quanti-

tatively define the required information.

Specification of the sun-target-sensor geometry is relatively easy, particularly since these
parameters are controllable through choice of the time, place, and sensor orientation for data
collection. In any case, present and future space sensors are tightly controlled in their orienta-
tion, thus fixing the sensor-target geometry. In addition, it has become standard practice to
report the angular position of the sun with respect to the target area for all space-acquired
remote sensor data.

The density and altitude distribution of gaseous molecules in the atmosphere is not com-
monly available for specific sites and specific times; nor is there usually a measure of the
exact chemical constitution of the atmosphere. However, certain characteristics simplify the
problem. First, the only gas exhibiting significant absorption in the 0.4- to 0.7-um spectral
range is ozone.* Since most of the ozone is concentrated above the region where significant

scattering occurs, ozone can be treated as an extra-atmospheric absorbing layer and its effects

*Water vapor can produce significant absorption of wavelengths greater than 0.75 um for
moist atmospheres. However, this absorption is spatially distributed throughout the scattering
medium so that the present model cannot calculate the effect in a unified manner.

14




WILLOW RUN LABORATORIES

calculated independently of all other gases. Second, all atmospheric gases of significant con-
centration have molecular diameters much less than the wavelength of the radiation of interest.
The scattering character therefore becomes, not a function of chemical composition, but only
a functi_on of number density. Finally, the total number of gas molecules in a vertical path be-
tween Earth's surface and space is measurable by means of the atmospheric pressure at that
point on the surface, and their relative density distribution with altitude above the surface is
essentially constant, spatially and temporally. Thus, the atmospheric pressure at Earth's
surface in the target area provides all the information required to define adequately the mo -
lecular scattering character in the atmosphere above the target.

The density and distribution of aerosol particles in the atmosphere is perhaps the least
accessible type of information required by the model. This is unfortunate since the aerosol
content is the most variable factor defining the state of the atmosphere. As discussed in
Appendix 1, turbidity measurements can provide a direct measure of the required atmospheric
aerosol information. However, such measurements are not commonly made nor reported, even
in the United States at this time. Another source for aerosol information may be the air pollu-
tion monitoring networks which are rapidly increasing, at least in the United States. Unfortunately,
such monitoring measures only solid particulate content and ignores the water droplets which
are the most significant factor in aerosol scattering.* Temperature and humidity measuremeﬁts,
especially radiosonde profiles, may ultimately provide a usable measure of aerosol concentra-
tion and distribution. We are, in fact, left with only one indirect measure of aerosol content
which is routinely available at most places and at most times, the horizontal visual range at the

ground which is reported routinely from all U.S. Weather Bureau Stations usually on an hourly basis.

As discussed in Appendix I, extensive empirical investigation has resulted in a statistically
quantitative definition of the relationship between visual range and the number density, altitude
distribution, and size distribution of aerosols. By employing visual range as a model input, one
can expect to be quantitatively correct in assessing aerosol effects, at least on the average.
Obviously, for specific instances the error may be significant. Another potential source of
error results because the visual range itself is usually determined by a human observer and
is essentially an estimate of how far he can see. Meteorologists use fixed landmarks of known
distances for this purpose, and accuracy depends upon the number and distance interval be-
tween the suitable landmarks available at a particular station. The error in determining the
visual range is thus dependent upon the site condition of the particular station, while the error
in associating visual range and aerosol characteristics is dependent upon the degrée to which
the particular haze condition departs from the norm. Some feeling for the level of significance
of such errors can be derived from Figs. 1 and 2 of the previous section. In these figures,

each parametric visual range value is essentially twice the value of its successor, while each

*In several major cities, however, two-channel VOLZ photometers are now being used to
measure the total scattering effect. Where such data are available, the aerosol optical depth
may be specified directly without use of visual range (see Section 3.2).
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parametric radiance curve represents a 59, to 109, total radiance change on the average. It
would then appear that errors in estimating visual range of about +50% to - 309, would still

produce acceptably accurate model calculations for the vast majority of cases.

The fourth and final type of information required by the model is a description of the aver-
age spectral reflectance of the terrain surrounding the target. This information is necessary
since solar radiation reflected from the surrounding terrain is available for subsequent scat-
tering to produce both additional irradiance onto the target and, more importantly, to produce
a portion of the observed path radiance. Obviously, an actual measurement of the spectral total
reflectance (spectral albedo) of each terrain component surrounding the target is usually un-
feasible. In fact, if such ground truth effort could be accomplished the need for remote obser-
vance of the target itself would be largely obviated. Certain simple cases are apparent. In
particular, if the surrounding terrain is constituted of a single component (e.g. all water, all
forest, or all desert sand), the problem may be as simple as retrieving typical reflectance data

from the literature or from a data library, or at worst from a very limited ground excursion.

More complex terrain conditions do require somewhat more complex albedo analysis, how-
ever. Agricultural areas typically contain major components of bare soil, various crops, and
often natural vegetation and water as well. An average spectral albedo, weighted according to
the relative abundance of each component, must be determined. 1In this case, it is important to
realize that perhaps 909, of the albedo effect can be evaluated by determining the percentage
of terrain area in each of a very small number of general spectral classes. For example, one
class would consist of all healthy green vegetation, another of all dry (bright) soil, another of
all damp (dark) soil, and the last, of all standing water. To each class, one would then assign
nominal spectral reflectance for that class of target. Separation into such gross classifications
and determination of the relative abundance of each can usually be accomplished quite simply

from aircraft photography or scanner imagery or even from the space data itself.

In working in a mixed background condition, however, one must define the geographic limits
of the area centered around the target which can be expected to affect the radiometric character
of the atmosphere over the target. No extensive investigation of this effective range has been
made. However, certain guidelines can be specified. In particular, it can be assumed that any
terrain area with a distance more than one mean-free path of a photon from the target will not
have significant effect. While the mean-free path is dependent upon wavelength and atmospheric
state, a good average measure is produced by taking one-fourth the value of the visual range
{this is approximately equal to the mean-free path at 0.55 pm). Thus, if the visual range is
10 km, albedo analysis can be restricted to a circle of about 2.5-km radius centered on the tar-
get. If the visual range exceeds 20 km, the effective radius for albedo analysis should not be ex-
tended beyond about 5 km, however, since even for large visual ranges, the background albedo

effect from areas more than 5 km distant greatly diminishes.
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2.1.2. MODEL ACCURACY

Determination of the overall accuracy of the atmospheric radiative transfer model and
of the simplified calculational procedures of Section 3 was a fundamental objective of this pro-
gram. Appendix II lists previous validation analyses which showed excellent agreement between
calculation and experimental measurement of the spectral and spatial sky radiance distribution
as seen when looking up from Earth's surface. These analyses have been taken as a strong
indication that the model should also produce accurate results when calculating atmospheric
effects upon surface targets seen from space. However, it was not until the validation analysis

of the present program was completed that this indication was confirmed.

The preceding discussion indicates that the input requirements necessary to utilize the
calculational procedures are indeed quite simple and of general availability. The geometric
relationship of sensor-target-sun is commonly supplied as annotation to space-acquired remote
sensor data. The atmospheric pressure and the visual range at the surface are measured and
reported by all stations of the U.S. Weather Bureau and are generally available in other
countries. Only the background terrain albedo information requires additional data of the re-
mote sensor user who wishes to calculate the atmospheric effects present in his data. In this
case, however, rather simple photointerpretation and photogrammetry together with access to

generally available spectral reflectance data will provide sufficient information for the purpose.

Section 4 of this report provides a detailed description of the methodology and results of
the validation analyses. The radiometrically-calibrated multispectral line scanner data gath-
ered in the SO-65 experiment provided the data base necessary for the analysis. Comparison
of total radiance measurements derived from two flight altitudes allowed quantitative assess-
ment of the atmospheric effects without the need for calibrated ground reference targets.*
While the highest flight altitude was 3.3 km (10,000 ft), the validation results should be indica-
tive of calculational accuracy for space sensors since the bulk of the atmospheric effect occurs
at altitudes below 3 km, especially as regards aerosol scattering which is the most variable

aspect of the atmospheric state.

Specific results of the validation énalysis comparing measured atmospheric effects to those
calculated by the model will not be presented in this section. The rather complex nature of the
analyses conducted and the specific implications of the results obtained require the fullness of

discussion present in Section 4. However, the general conclusions supported by the specific

*The fully-implemented atmospheric model can calculate the atmospheric effects on re-
mote sensor data obtained from any altitude and from any look direction. However, the simpli-
fied procedures of Section 3 apply only to a sensor located outside the atmosphere viewing
Earth within 15° of the nadir.

17




WILLOW RUN LABORATORIES

results can be summarized as follows:

(1) Agreement between experiment and the model was good for all wavelengths longer
than 0.45 ym. At the one available scanner wavelength shorter than 0.45 pym, the
presence of a significant systematic disagreement between experimental and calculated
data appeared to be the result of scanner calibration uncertainties rather than a model
defect.

(2) Uncertain knowledge of the exact values of the input data required by the model leads
to uncertainties in calculated results which are generally greater than any systematic

disagreement between model calculations and experimental data.

(3) Use of visual range as the only input parameter for specifying atmospheric aerosol

distribution can lead to some calculation error, especially for very highly reflecting

targets sensed from low aircraft altitudes, even though the results should be correct
in an average statistical sense. Such possiblity of calculational error should decrease

for higher sensor altitudes and for average target reflectances.

2.2. ONE ANSWER TO THE RECOGNITION~-RESOLUTION PROBLEM

A significant percentage of the resolution elements in data acquired over typically-sized

targets contains a mixture of target types, and thus contains spectral signatures characteristic

of that mixture. Standard multispectral recognitiontechniques do not provide for such a situation.
The obvious solution to that problem is to utilize a multispectral recognition technique which can
recognize the presence of such a mixture and which can then define the proportions of the individ-

ual classes which produced that mixture.

Significant work has been accomplished on another NASA-sponsored program to effect a
solution to this problem.* The program being reported herein calls upon the basic techniques
previously developed, together with the data available from the SO-65 experiment, in order to

provide a test of the utility and accuracy of the mixtures recognition approach.

Section 6.3 discusses the nature of the multispectral mixtures recognition algorithm pre-
sently available and describes in detail the method by which the approach was tested and com-
pared to results derived from a standard multispectral recognition algorithm. Table 1 presents
the results of tests conducted with multispectral data of 76~m square (250-ft square) spatial
resolution obtained from the aircraft overflights of Imperial Valley associated with the SO-65
experiment. The first column of Table 1 defines the target classes; the second column gives
the recognition results obtained (total proportion of the 18,600 acres processed) with the stan-

dard recognition algorithm; the third column gives the results obtained with the mixtures algo-

*Contract NAS9-9784, NASA Manned Spacecraft Center.
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TABLE 1. PROPORTIONS OF VARIOUS TARGET CLASSES
IN 18,600 ACRES OF IMPERIAL VALLEY

Standard Mixtures Ground*
Recognition Recognition Truth
(%) (%) (%)

Barley 7.9 15 20
Cut Alfalfa 8 9.4 --
Alfalfa © 10 }18 18.8}28'2 -- } 29
Lettuce 0.5 6 5.4
Weeds 9 4.5 -
Bedded and

Disced Soil 17.1 16.1 --
Fallow Soil 8.3}25'4 15.6}31'7 - } 22
Other 39.2 14.6 23.6 (+ Weeds)

*Accurate area measures for some classes could not be
obtained. For others, only combined measures as shown could
be accurately determined.

rithm;andthe last columngives the results determined from extensive ground truth observation
conducted during the SO-65 experiment.

The results shown in Table 1 provide a persuasive argument for the mixtures recognition
approach. For the classes cut alfalfa plus alfalfa, ilettuce, and weeds plus others, the agreement
between the mixtures proportions and the ground truth is excellent. For barley, the mixtures
proportion is less than the ground truth estimate, but indicative of the fact that the ground truth
defines a barley field as being entirely barley, while the mixtures recognition should recognize
only that proportion constituting full-leaf area coverage by crop, and classify any patches of
soil showing elsewhere. Thus, the mixtures recognition indicates an average barley crop cover
of 75% of the field. This is not much different from a mean value (based upon field count and
not area count) of 80 to 85% estimated on the ground. For the bare soil areas, the mixtures
recognition produces a higher estimated proportion than indicated by ground truth. The argu-
ment for barley, in reverse, can account for at least some of this difference. In addition, dirt
roads and other such nonproductive bare soil areas would have been recognized as soil by the
mixtures recognition, but classed as other by the ground truth.

The agreement obtained for the mixtures recognition is not achieved in the standard recogni-
tion results. For the vegetative targets, the estimated proportions seem much too low to be
accounted for by the previous leaf area argument. In addition, the proportion of other (not
classified) is significantly greater than indicated by the ground truth. Only the soil proportion
can be justified by reasonable arguments other than that the standard recognition approach was
not adequate for the job required.

In summary, it would appear that, at least for this data set, the problem of target mixtures
within large resolution elements can be handled by the convex mixtures approach. The results
are in very good agreement with ground observations and appear much superior to those pro-

duced by the standard recognition technique.
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3
SIMPLIFIED ATMOSPHERIC CORRECTION TECHNIQUES
The present section constitutes a simplified methodology for utilizing the results of the
model for space-acquired data so that any user may correct space-acquired data for atmospheric
effects.* The narrative describes the step by step procedures necessary to calculate the re-
quired functions without atteimpting to justify those steps. Given a space-borne sensor which

roduces a quantitative radiometric measure of a target's radiance, L, this section defines how
g T

one determines the target's effective diffuse reflectance, ptT where pt is given by:
t
¢ T L' -L
p =——~—RE T (2)
g'v

The technique for determining the total atmospheric transmittance, Tv’ along the viewing
path is given in Section 3.2. The technique for determining the total path radiance, Lp’ coming
from the viewing path is given in Section 3.3. The technique for determining the total irradiance

onto the target, Eg, is given in Section 3.4.

3.1. INPUT REQUIREMENTS AND DEFINITIONS
Certain descriptive parameters of the atmospheric state, the general scene content, and the
sensor-target-sun geometry are required as inputs necessary to utilize the data in Sections 3.2,

3.3 and 3.4. The following definitions are used:

V. = Visual Range, defined to be that horizontal distance (km) at the ground for which the
apparent difference in radiance between two resolved objects is decreased to 29, of the
actual difference, all data pertaining to 0.55-um wavelength. The visual range or visi-
bility reported by United States Weather Bureau stations represents a reasonable ap-
proximation to V.

P = Station Pressure, defined to be that atmospheric pressure (mbar) actually measured
at the ground, with no compensation or correction for altitude above sea level. This

parameter is a standard measured and reported item for U.S. Weather Bureau stations.

;—) = Mean Background Terrain Spectral Albedo, defined to be the area-weighted average
diffuse spectral reflectance for those terrain components in the vicinity of the target
(i.e., within about 5 km). This parameter must usually be estimated by use of ground
truth or remote sensor data to determine scene content, and use of library reflectance
data (e.g., ERSIS [3]) to define the diffuse reflectance of the various materials present.

90 = Solar Zenith Angle, defined to be the angle measured from the gravitational vector to

the vector defining the direction of travel of unscattered solar radiation into the target

area (Fig. 5).

- t
*See Section 5.2 for a discussion of the meaning of p.

1-The limitation of this simplified approach over the general model rests with the treat-
ment for non-nadir viewing angles as discussed in Section 3.3.
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¢O,= Solar Azimuth Angle, defined to be the angle measured clockwise from the true north
direction to the projection onto a horizontal plane of the vector defining the direction

of the sun from the target area (Fig. 5).

GV = Nadir View Angle, defined to be the angle measured from the gravitational vector to

the vector defining the direction of view from the sensor to the target (Fig. 5).

¢V = Azimuth View Angle, defined to be the angle measured clockwise from the true north
direction to the projection onto a horizontal plane of the vector defining the direction

of view from the sensor to the target (Fig. 5).

3.2, TOTAL ATMOSPHERIC TRANSMITTANCE, TV

This section provides data and procedures for the calculations of Tv:

T =Ty, P, V, )T *, 6.)

ozone

3.2.1. Ty, P, V, 6
(a) For the particular A, read TRO from Fig. 6.

(b) For the particular P, calculate 7, using (a)

R

_ (__I.’_.
"R T "RO\1013

{c) For the particular V, read N from Fig. 7 for the desired A. For A between the given
values /\i, read TA(V, /\i) and TA(V, /\.Hl), plot these two values as log T, versus log A,

draw a straight line between points and read at desired A.

A
(d) Calculate 00 using (b) and (c) above

T00""R" A
(e) Calculate 7o using (d) above
.- 00
0 cos ev
(f) For To read TO(/\, P, V, Gv) from Fig. 8 or calculate

-7y
TO(A, P, V, 9v) =e

*If some direct measure of Tg at a particular wavelength is available, steps {(d) through (e)
may be worked in reverse to solve for 7 at that wavelength. Then, using Fig. 3.3, the effective
V may be defined and used for determining 7 at other wavelengths.
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3.22. T, (O, 6)

(a) For the particular A, read 7 from Fig. 9
ozone

(b) Using (a) above, calculate

-
- _ _ozone
T (6)=—"7
ozone' v cos Gv

(¢) For 7 e(0‘1) read T

0ozon

ozone('\’ Gv) from Fig. 8, or calculate

-7 (6.)
T (K, 6 ) =e ozone' v
ozone v

3.3. TOTAL PATH RADIANCE, Lp

This section provides data and procedures to calculate Lp in the following form:
Lp = [F(, Ty» Tor "TRo’ "R %00 %07 6, ¢v) + G\, Ty Tg» Tpo? Tr? S0 P07 Oy ¢V)H(A, Toor TR 0)]

X Tozone(}" 60’ GV)EO(}\)

The quantities F and G must be calculated at the particular /\i provided. The quantity H can,
however, be calculated at the actual A desired. In any case, if Lp is desired at some wavelength
A between )\i and ’\i+1’ then interpolation should be accomplished by means of the entire quantity
[F + GH] by plotting log [F(/\i) + G()\i)H()\.1 or A)] versus log A.l. Those quantities from Section
3.2.1. used here to determine F, G, and H must be those applicable to the particular wavelength

at which F, G, and H are being individually determined. Because of mathematical complexity,

only approximate methods for determining ¥ and G for GV # 0 are provided. The approximation
leads to errors in Lp (as compared to the exact model calculations) of less than +109, for 9v
< 15°, The errors increase significantly for Gv > 15°,

3.3.1. F(Ai: To: TO’ TRO’ TR’ 90; ¢0a BV’ d’v)
(a) Calculate

-1 s :
GS =cos = [cos 8, cos 8, + sin Bv sin 90 cos (¢>v - ¢0)]

where 8_ = 6, for 6 =0°
s 0 v

(b) From among Figs. 10a, 10b, 10c, 10d, and 10e, choose the graph corresponding to the

desired Ai. Using (a) above, read F, for the particular GS and T, (calculated in Section

0 O(

3.2.1.) required. Linear visual interpolation between the parametric T0 curves will

usually be as accurate as is justified by the accuracy of TO.
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(¢) Using 7o’ TRO and R from Section 3.2.1, and (a) above, calculate

< - cos 95 +{0.057, + 0.45TR0)

F 0.457R
. cos BS+ 0.0570 + o5 gv

0

(d) Calculate, using (b) and (c) above

F(hi’ To: To) TRO’ TR’ 90, ¢0; GV, ¢V) = FOKF

3.3.2. G()\i, TO, TO; TRO’ TR; 907 ¢07 BV, ¢V)
(a) From Figs. 11a, 11b, and 1lc choose the graph corresponding to the desired )\i' Read

G
0 0
interpolation between the parametric T0 curves will usually be as accurate as is justi-

for the particular 6, and T0 {calculated in Section 3.2.1) required. Linear visual

fied by the accuracy of TO‘

(b) Using o' TRO and TR from Section 3.2.1, calculate

0.457R\)
1 + 410.057, +
cos 90 + (0.05T0 + 0.457RO) ( 0 " cos 9v

0.4571 ) 1+ 4(0.0570 +0.457

K =

G )
cos 6 R RO
cos GV

ot <0.057'0 +

(c) Calculate, using (a) and (b) above

G.K

G(Ai’ TO"TO’ TRO’ TR’ 90’ ¢O: GV, ¢V) = o~G

3.3.3. HQ\, 790, Tps o)
(a) Using Too 2nd TR from Section 3.2.1, calculate directly

- o

HQ, 700, Ty P) = —

00’ 'R’ 1+2(1 p)(O.O‘STO0 + 0.457R)
(b) Alternatively, if TR = TR0’ ¥5€ Tgo from Section 3.2.1 and read T00 from Fig. 8, or
calculate
-7
_ 00
TOO =e
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_ a0
where TOO = TO for 9v =0

(c) From Figs. 12a, 12b, and 12¢, choose the graph corresponding to the desired /\.l. Using

(b) above, read H for the particular T,, and p required.* Linear visual interpolation

00
between parametric p curves will usually be as accurate as is justified by the accuracy
of E -

3.34. T, 0, 6, 0)

(a) For the particular A, read 7 from Fig. 9.
ozone

(b) Using (a) above, calculate

_ 1 1
Tozone()" 90’ ev) - Tozone(cos 60 * cos 9v>

{c) For T (x, 80, Gv) read T

6 ) from Fig. 18, or calculate
ozone v

ozone(A’ 90’

-T ()‘,919)
a, 90, ) =e ozone 0 v

T
ozone v

3.3.5. EO(A)
For the particular A, read EO(A) from Fig. 13.

3.4. TOTAL IRRADIANCE, Eg
This section provides data and procedures to calculate Eg in the following form:

E, =10 790 TRy G)L + IO T TRIHM To0s TRo P X T (s G)EG(Y)

ozone
Those quantities from Section 3.2.1 used here to determine I, J, and H must be those applicable

to the A at which the determination is being made. The quantities H and E0 used here are identi-
cal in all respects to those described in Sections 3.3.3 and 3.3.5, respectively, and their calcula-

tion for a given condition need not be repeated.

3.4.1. 10, 140, T 6)
(a) Using 00 and TR from Section 3.2.1, calculate
(cos 8 )2
I 7000 TRy 80) = o550 05~O 1 0.45
0 . 7 00 . TR

*In contrast to other parameters involved in determining Ly, p is not necessarily a smoothly
varying function of wavelength. If high accuracy is desired in determining Ly at some particular
wavelength A between given values Ay and Aj.1, and p varies significantly over this range, then the
value of p for the particular wavelength of interest should be used in calculating H(x, ) and H(A ),
or even better, (a) above should be used for the actual A desired.
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T

ozone

(b) Alternatively, if R = "RO’ choose from Figs. 14a, 14b, 14c, and 14d the graph corre-
sponding to the desired Ai. Read IO()\i, 700’ "Ry’ 90) for the particular 90 and TOO

{from Section 3.3.3) required. Linear visual interpolation between parametric TOO

curves will usually be as accurate as may be justified by the accuracy of TOO'

-

3.4.2. J(n, 700’ TR)

(a) Using oo and 7, from Section 3.2.1, calculate

R

J(x, o0’ TR) = 2(0.057’00 + 0.457R)
(b) Alternatively, if TR = TRO’ read JO(Ai, To0? TRO) from Fig. 15 using the particular )‘i
and T00 {from Section 3.3.3) required.

3.43. T (, 6,)

Follow the procedure defined in Section 3.2.2, but using 60 rather than Bv, to determine
s 6y).
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FIGURE 5. GEOMETRY DEFINING SOLAR AND VIEW ANGLES
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FIGURE 6. DEPENDENCE OF TOTAL RAYLEIGH OPTICAL DEPTH TRO ON WAVELENGTH
FOR UNITED STATES STANDARD ATMOSPHERE
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FIGURE 10. RADIANCE FUNCTION FO VERSUS DERIVED ANGLE QS. Parameter is

atmospheric transmittance To.
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FIGURE 10. RADIANCE FUNCTION FO VERSUS DERIVED ANGLE 95' Parameter is

atmospheric transmittance T0 (Continued).
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FIGURE 10. RADIANCE FUNCTION FO VERSUS DERIVED ANGLE BS. Parameter is

atmospheric transmittance T0 (Continued).
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FIGURE 10. RADIANCE FUNCTION FO VERSUS DERIVED ANGLE Gs. Parameter is

_atmospheric transmittance TO (Continued).
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FIGURE 10. RADIANCE FUNCTION F0

atmospheric transmittance TO (Concluded).
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0 0
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is atmospheric transmittance T0 (Continued).
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FIGURE 12, RADIANCE FUNCTION HO VERSUS TRANSMITTANCE TOO' Parameter

is average background terrain albedo p.
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FIGURE 12. RADIANCE FUNCTION HO VERSUS TRANSMITTANCE Tyo- Parameter

is average background terrain albedo p (Continued).
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FIGURE 12. RADIANCE FUNCTION HO VERSUS TRANSMITTANCE TOO' Parameter
is average background terrain albedo p (Concluded).
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FIGURE 14. IRRADIANCE FUNCTION IO VERSUS SOLAR ZENITH ANGLE 90.
Parameter is atmospheric transmittance TOO(Continued).
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RADIATIVE TRANSFEI;} MODEL VALIDATION
The purpose of this section is to describe and discuss the procedure used to validate the
radiative-transfer model. This mathematical model was developed for calculating the atmo-
spheric effects on received signals. The only aspect of the model for which validation is at-
tempted here is that condition for which the signals are received by sensing devices viewing
a ground scene. The model calculates three necessary quantities for this situation: (1)the down-
welling irradiance at the ground; (2) the atmospheric transmittance from the ground to the mea-

suring device; and (3) the path radiance.

Using these three quantities in conjunction with the total radiance for a target material as
obtained from a calibrated sensing device, the equivalent diffuse reflectance of that target ma-
terial can be determined. The received signals which are used in the validation procedure are
those obtained from Willow Run Laboratories' calibrated mﬁltispectral optical-mechanical scan-
ner. The data from this multispectral system allow validation to be independently accomplished

at several different wavelengths throughout the visible and near-infrared region of the spectrum.

The following subsections are devoted to description of the model validation. Section 4.1
describes the multispectral scanner data and associated information available for the validation
analysis. Section 4.2 describes the specific validation analyses used and discusses and assesses

the validation results.

4.1. DATA BASE FOR VALIDATION ANALYSIS

4.1.1, MULTISPECTRAL SCANNER DATA ACQUISITION

The Willow Run Laboratories' multispectral scanner system [4] includes a 12-channel
spectrometer. Table 2 gives the spectral response limits for each spectrometer channel. The
multispectral scanner data are collected in all 12 spectrometer bands simultaneously registered
by means of the entrance slit of a prism monochromator used as the field stop. The data are
recorded as analog voltages on magnetic tape. This guarantees that a target element in the

ground scene is time related in all 12 recorded spectrometer channels.

The multispectral scanner data are capable of calibration; the recorded analog voltages can
be converted to a measure of the apparent radiance at the entrance aperture of the scanner. The
calibration system consists of a standard lamp and filter which are viewed through the entire
optical system by each spectrometer channel once during each scan line. The apparent radiance
of the lamp-filter combination is calibrated as a function of wavelength and lamp current. The
analog video voltage obtained for the lamp on each scan line relates voltage to radiance for cali-

brating the scene voltages.

At the time of the Apollo IX overflight of 12 March 1969, Willow Run Laboratories' multi-

spectral scanner system was collecting data in and around the Imperial Valley. Of the 10 flight
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TABLE 2. SPECTRAL RESPONSE LIMITS OF THE 12-CHANNEL

SPECTROMETER
509, Peak Power 109, Peak Power Peak Response

Spectrometer Bandpass Bandpass Point
Channel (km) (um) (pm)

1 0.412 to 0.427 0.398 to 0.431 0.422
2 (not used) 07427 to 0.451 0.423 to 0.456 0.440
3 0.451 to 0.465 0.446 to 0.475 0.457
4 (not used) 0.465 to 0.481 0.458 to 0.487 0.473
5 0.481 to 0.501 0.478 to 0.508 0.491
6 0.501 to 0.521 0.492 to 0.536 0.511
7 0.521 to 0.548 0.514 to 0.558 0.533
8 0.548 to 0.579 0.538 to 0.593 0.563
9 0.579 to 0.623 0.566 to 0.638 0.602
10 0.623 to 0.674 0.604 to 0.700 0.646
11 0.674 to 0.744 0.656 to 0.775 0.708
12 0.744 to 0.852 0.725 to 0.920 0.800

lines flown, a pair were flown at two altitudes over the same west to east line at the southern

part of the Imperial Valley. This flight line was approximately 12 mi in length, allowing about

6 min of data collection for each pass. The first pass was flown at an altitude of 10,000 ft and

the second at an altitude of 5000 ft, with an 18-min time interval between the start of the first
pass and the start of the second. The first pass started at 1006 PST. For the time period during
which the scanner data were collected, a 32-km visual range was reported, and the sky was cloud-

less.

The scanner data were collected in 10 of the 12 possible spectrometer bands from 0.4 to
0.8 pm. The two rhissing spectrometer bands are spectrometer channels 2 and 4 (see Table 2).
The multispectral data at both altitudes are of high quality and the signal-to-noise ratio and the
resolution of the ground appear good. There is a strong variation in the total radiance with scan
angle. In the shorter wavelength bands, this variation is the result of the path radiance, the
atmospheric transmittance and the bidirectional reflectance properties of the vegetated and non-
vegetated terrain. In the longer wavelength bands, this scan angle variation is primarily caused

by the bidirectional reflectance properties of the materials.

A number of targets viewed both at 5000 and 10,000 ft have been chosen for comparison in
order to validate the model. With the constant total angular field of view for the scanner sys-
tem, the ground coverage is directly proportional to the altitude. Any particular target in the
ground scene which has been viewed by the scanner system from both altitudes provides a means
of comparison if the reflectance for the target is the same for both conditions. Reflectance dif-
ferences are eliminated by choosing for comparison only targets in which: (1) the ground area
of the target (and thus its composition) are the same; and (2) the viewing angle (and thus angular

reflectance character) are the same.
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Ground truth information was obtained for the center region of the flight data [5]. This

region extends 7 mi in the flight line direction and 3.2 mi in the north-south direction and con-

tained at the time, 251 fields. The following information was determined for each of the fields:

(1) crop type; (2) row direction; (3) average crop height; (4) average ground cover; and (5) com-

ments which dealt with crop condition and field treatment. (A detailed description of this area

is contained in Appendix III.) -The ground truth information is useful to this study for the fol-

lowing reasons:

(D

@)

®3)

The average background terrain spectral albedo is a parameter which is needed by the
radiative transfer model. The background albedo affects both the irradiance on the )
ground and the path radiance. This albedo, which is the average hemispherical spectral
reflectance of the whole terrain, can be estimated from the ground truth information.
The details of estimating the albedo are discussed in Section 4.1.3.5.

The equivalent diffuse spectral reflectance of a target material is obtained during the
validation procedure. The resulting spectrum can be qualitatively compared to the
expected spectrum of the material in order to provide an overall assessment of the
scanner spectral calibration and model accuracy.

The ground truth information is used to correct the multispectral data for variable
scan angle effects resulting from target goniometry. Although the scan angle correc-
tion is not needed for the validation phase of the study, it is needed for the space simu-

lations to be discussed in Sections 5 and 6.

"~ 4.1.2. COMPUTER PROCESSING OF MULTISPECTRAL DATA

All the computer processing on the multispectral data was performed on a Control Data

1604 computer. Preparation of the magnetic tapes in digital format by the A/D equipment was

accomplished in the following manner:

(1)

)

®3)

The resolution of the digital data in the scan line direction was determined by the
sampling rate used in digitizing the data and was equivalent to 5 mrad.

Each scan line was roll-corrected for the roll angle of the aircraft. This correction
was accomplished by sampling the video data during a time interval set by two gating
pulses which are timed with respect to the roll-synchronized pulse.

The magnitude of the time interval which occurred between the nonroll pulse and the
roll-synchronized pulse was recorded and digitized for each scan line of data. This
information was necessary so that for each scan line the point number which was equiva-
lent to the nadir look angle could be determined. This information was also used in a
digital program to correct the data calibration for the vignetting effect of the scanner

aperture existing in 1969,
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The initial processing on the 1604 computer was as follows:
(1) The digital data were repacked to required software processing format,

(2) The digital data were made positive and relative by subtracting the voltage equivalent

to the dark level (zero radiance) reference of the interior of the scanner.

(3) The correct number of scan lines for both the 5000- and 10,000-ft data were averaged
so that the resolution was equivalent to 5-mrad square for each data point. This aver-
aging was necessary to create square resolution elements since the scanner speed is
not variable (i.e., scan lines overlap on the ground for flight altitudes in excess of
1000 ft), and the actual resolution orthogonal to the scan direction is approximately

3 mrad.

(4) The average voltage level for the calibration lamp in each spectral channel was de-
termined and the scale factor to convert scene voltages to total radiance was calcu-
lated.

(5) The aperture vignetting correction was applied to each scan line of data. This vignetting
correction is different for each spectral channel and is a function of the look angle rela-
tive to the scanner housing. The time interval between the nonroll and roll pulses re-
corded with each scan line of data was used to determine this angle for each data point

so that the correction could be applied to the previously roll-corrected data.

(6) The data point which corresponded to the true nadir direction was determined for both
the 5000 and 10,000 data. This was possible since the digital program which performed
the aperture correction also determined the point number for each scan line which was
at the center of the aperture, or,equivalently, the position of the look angle of zero de-
grees relative to the scanner system. The point number with the highest frequency of
occurrence for all the scan lines during the total flight was assumed to be the point
number corresponding to the true nadir for the roll-corrected flight data. The maxi-
mum and minimum deviation from the chosen nadir point number indicated that the air-
craft roll angle range was +2.4° for the 5000 data and +1.0° for the 10,000 data.

(7) A pictorial printout of a spectrometer channel, referred to as a graymap, consisting of
a printed character representing each digitized data point was made for both the 5000
and 10,000 data. If a data point with a low radiance is represented by a dense printed
character and another data point with a high radiance is represented by a less dense
printed character, then the appearance of the graymap is similar to a half tone positive
print of the scanner imagery. When a graymap is made, the total range of radiances
present is divided into a set of intervals with data points within each radiance interval

being assigned to one of the symbols from the set of printed characters.
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4.1.3. PARAMETERS FOR VALIDATION MODELING
The eight parameters needed by the model are wavelength, azimuth and zenith angles of the
sun, azimuth and nadir view angles of the sensing device, height of the sensing device above the

terrain, visual range at the ground, and average background terrain albedo.

Wavelength. The spectral bandwidth for each spectrometer channel of the multispectral
scanner system is relatively narrow. Each spectrometer channel was represented by a single
wavelength. Therefore, model calculations were made only at those discrete wavelengths cor-
responding to the peak response point on the response curve of each spectrometer channel used.
These peak response points are shown in Table 2. For most of the spectrometer channels used,
the response curve is approximately triangular and symmetric with respect to the peak, so that
the wavelength of the area-weighted centroid of the response curve corresponds to the wave-
length of the peak response. For spectrometer channels 1, 11 and 12, the centroid wavelengths
differ from the wavelengths of peak response. For spectrometer channel 1, the centroid is at
a wavelength slightly shorter than that of the peak while for spectrometer channels 11 and 12,
the centroid is at a wavelength slightly longer than that of the peak.

Solar Azimuth and Zenith Angles. The date and local time of the flight along with the longi-

tude and latitude of the ground scene are used in a separate computer program to obtain solar

azimuth and zenith angles.

Azimuth and Nadir View Angles of the Sensing Device. The spectrometer system scans the

ground scene in a plane which is perpendicular to the centerline of the aircraft. The scanner
imagery is roll-corrected. Yaw and pitch are not monitored, so that corrections for these vari-
ations are not applied. These effects aré thought to be minimal, however. The attitude of the
aircraft during the flight must still be accounted for in order to determine the orientation of the
scan line. The crab angle and drift angle for the flight can be deduced from the spectrometer
imagery if there are roads within the ground scene which can provide a coordinate system.
Since the flight line over the Imperial Valley was approximately a west to east flight line, a true
north-south road could be used to deduce the crab angle, while a true east-west road could be
used to determine the drift angle when the nadir of the aircraft is known for each scan line. The
crab and drift angles were determined using the Imperial Valley road system. These angles,
together with the nadir definition provided during roll-correction,allowed absolute determination

of both the azimuth and nadir view angle for each point of interest in the imagery.

Visual Range. The ESSA weather station at El Centro within the Imperial Valley reported
a visual range of 32.2 km (20 mi) on the ground at the time of the flight.

Background Terrain Spectral Albedo. The background terrain spectral albedo was obtained

by averaging the area-weighted sum of the directional reflectance for each of the known types of

ground cover in the scene for each wavelength of interest. The weights for each type of ground
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cover were determined from the imagery by measuring the size of all fields within the ground

truth area.

The directional reflectances were obtained from field reflectance measurements available
from the Earth Resources Spectral Information System (ERSIS). The reflectance curves for
alfalfa, barley, rye, sugar beets, -bare soil, salt flat, and cement road were used. For the re-
maining types of vegetative ground cover which constituted a small percentage of the total area,
the weighting factors were summed and an average reflectance curve for green vegetation was

used.
Height. The height of the aircraft above the terrain was determined from flight information.

Station Pressure. The ESSA weather station at El Centro within the Imperial Valley was the

source of atmospheric pressure information for the flight period. The reported pressure was not

significantly different from standard sea level pressure (1013 mb).

4.1.4. TARGET SELECTION

Several targets viewed from the same angle at 5000 and 10,000 ft were used to validate the
model. Each such target constituted a ground area surrounding those specific resolution ele-
ments which were viewed at precisely the same angle. In order to locate these targets, the line
representing the nadir for the two flight data sets must be established with respect to the ter-
rain. During the computer processing of the digitized multispectral data, the point number
which corresponded to the nadir view angle was determined for both the 5000 and 10,000 flight
data. The use of the point number associated with its own flight data allows the nadir ground
track to be traced on a graymap obtained from one of the spectrometer channels for that flight
so that an association between terrain features and the nadir ground track can be made. This
was done on a graymap for both the 5000 and 10,000 data. The two nadir ground tracks were
separated at the start of the ground truth area and merged at the end. By first determining the
physical separation between the two tracks at various positions along the flight line, the locus
of targets seen at a common view angle at each of these positions was obtained. The common

view angle varied from 14° to 0° along the flight path within the ground truth area.

A line representing the common view angle was drawn on each of the graymaps. Eighteen
target areas were chosen along this line. Each target area was within boundaries surrounding
one crop type;the dimension in the flight path direction was restricted by field boundaries in
most cases. In the scan angle direction, approximately 5 resolution elements were used on
either side of the common view angle resolution element in the 10,000 flight data. This cor-
responded to a +1.5° deviation from the common view angle. In the 5000 data, the angular devia-
tion from the common view angle necessarily varied by approximately twice as much in order to
ensure that the width of the 5000 ground area was of the same physical dimension as was used

for the 10,000 ground area. 53
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This procedure was used for all eighteen target areas and established the location of the
target areas with respect to positional coordinates on a graymap. The positional coordinates
are the point numbers corresponding to each sampled point digitized in the scan line and the
line numbers corresponding to each digitized scan line. All the data points which lie within an
area specified by these positional coordinates were used to compute the spectral statistical
signature which consists of a spectral radiance mean value and variance in each spectral chan-

nel and spectral covariance between channels.

4.2, VALIDATION ANALYSIS

The atmosphere plays a triple role in affecting the received radiation at a sensing device,
by: (1) modifying the irradiance at the top of the atmosphere to produce that which exists at the
ground; (2) attenuating the signal received from the target material on the ground; and (3) scat-
tering extraneous radiation (path radiance) into the sensor's field of view. The radiative-transfer
model can calculate these three atmospheric effects. The relationship between these three quan-
tities and the total radiance L{h) of a target as it is observed by a remote sensing device such as

a multispectral scanner at altitude h is

t
L(h) = £ET(M) L () (3)

T
where L(h) = the total radiance of the target as measured by the sensor
pt = the effective diffuse reflectance of the target material
E = the irradiance onto the target
T(h) = the atmospheric transmittance from the target to the sensor

Lp(h) = the path radiance generated between the target and the sensor

Solving for pt, the effective diffuse reflectance of the target material, produces

t L(h) - L _(h)
P =R “

This reflectance is a pure target attribute only if the target is in fact reflecting diffusely. If
the target is not inherently diffuse (as is usually the case), then pt will generally vary with
changes in viewirig or illumination geometry for it only describes the target reflectance for one

particular geometric condition.

The effective diffuse reflectance of a particular target should be the same when obtained
from Eq. (4) with the use of data from two different altitudes, as long as the corresponding il-
lumination geometries and viewing geometries are essentially the same, and as long as the cal-
culated atmospheric parameters and sensor calibration are correct. The 18 targets which were

obtained from the 5000 and 10,000 data were used for such a comparison. The view angle and
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ground area were the same for each target but the illumination conditions were slightly different
because of elapsed time between the flights. The zenith angle for the sun corresponding

to the mean time for each pass was 43.5° for the 10,000-ft data and 41.0° for the 5000-it data.
The azimuth angles for the sun were 140.8° and 147.1° for the 10,000 and 5000 flight data re-
spectively. However, because of differences in crab angle for the two flights, the relative azi-

muth angles between the viewing direction-and the sun differed by less than 10.

While Eq. (4) is the only mathematical relation which can be used to test the validation re-
sults, it can be looked at in two slightly different ways, each of which emphasizes the effects of
different error sources. The first is to calculate independently pt(h) for h = 5000 ft and 10,000 ft,
and then compare results. This comparison emphasizes the absolute accuracy of the model and

the scanner calibration. The second method involves equating pt(h),

££(10,000) = p'(5000)

and then evaluating the resulting relation which, when Eq. (4) is used, gives, by rearrangement,

E(10)T(10) E(10)T(10)

L(10) = = —=%==—-L() + |L (10) - —="=~—"L (5 5
10 ="Eeme) “©) 1510 - TEETe) B ®)
Note that the irradiances are not dependent upon altitude directly, but are dependent upon the
time at which data for a particular altitude is acquired. Graphic analysis of Eq. (5) allows
evaluation of possible errors resulting from uncertainties in the actual values of the environ-

mental parameters used as inputs to the model.

4.2.1. VALIDATION BY o' COMPARISON

The spectral values of effective diffuse reflectance, pt, were calculated for each of the 18
selected targets for each flight altitude using Eq. (4). Two of the quantities, irradiance at the
ground and path radiance, calculated by the model were corrected for the effect of ozone absorp-

tion before using them in Eq. (4). This correction is discussed in Section 6 and Appendix II.

The equivalent diffuse spectral reflectances calculated for two of the 18 targets are shown
in Figs. 16 and 17. Figure 16 shows the results obtained for a barley field with 909 ground
cover. The common nadir view angle for this field at the two altitudes was approximately 10.
Figure 17 shows the equivalent diffuse spectral reflectance for a salt flat field where the common
nadir view angle was 13°. In both figures, the dotted data points designate the reflectance values
calculated from the 5000-ft data, and the symbol, x, denotes those for the 10,000-ft data. The
data points have not been connected by lines in order to emphasize that the calculated values
apply to mean values within relatively large (by spectroscopy standards) wavelength intervals.

The absolute values of pt shown in these figures cannot be used in any definitive way to determine
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the accuracy of the result. The correct values are dependent upon the exact nature of the target
and the illumination conditions, so that reflectance spectra obtained elsewhere from laboratory
or ground measurements cannot be directly compared. However, the gross spectral variations

do appear reasonable for the targets shown.

The absolute difference, Apt, between a pt calculated from 10,000-ft data and one calculated
from 5000-ft data can be usefullgz compared, however. Since the analysis was designed and the
calculations made based upon the criterion that Apt should be zero, any other systematic result
will show the errors associated with the calculations. Table 3 shows, for each spectral channel,
the average of the differences, Ap, for all 18 targets analyzed. Any significantly positive value
of Ap indicates a systematic error of determining ptlo > pg, while a significantly negative value
of Ap indicates the opposite systematic error. Only systematic errors are of interest here since
random errors are associated only with the noise in the scanner data and with any errors associ-
ated with failing to define exactly the same spatial boundaries for a particular target from the
two altitudes. The average Ap in Table 3 is positive at all the wavelengths except 0.708 pm
(spectrometer channel 11), This indicates that for all wavelengths with the exception of one, the
effective diffuse reflectance calculated for the 10,000 data was greater than that for the 5000 data.

The largest value of Ap is 0.03 and occurs at 0.422 pm (spectrometer channel 1).

TABLE 3. MEAN VALUE OF THE CALCULATED
DIFFERENCES p} TO p;, FOR EACH SPECTRAL

CHANNEL
Peak

Spectrometer Wavelength .

Channel {(pm) Ap
1 0.422 0.030
3 0.457 0.009
5 0.491 0.005

6 0.511 0.004 -

7 0.533 0.006
8 0.563 0.005
9 0.602 0.003
10 0.646 0.004
11 0.708 -0.003
12 0.800 0.003

The data of Table 3 indicate the systematic error associated with the radiative transfer
model calculations if one assumes that the scanner calibration is excellent, and if one assumes
that the inputs to the model were exactly correct. In fact, the absolute radiometric accuracy of
the scanner calibration is not known, although it is felt to be least reliable in spectrometer chan-
nel 1. Additionally, one must accept the inputs to the model as being of limited, though unknown,
accuracy. This is especially true for visual range, which is a human estimate. In any case,
comparison of the calculated values pt would seem to provide no basis for discrediting the ac-

curacy of the radiative transfer model.
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4.2.2. VALIDATION BY MEANS OF pt EQUIVALENCE

Equation (5) defines the linear relationship which exists between the total radiance for two
different altitudes with respect to the calculated and predicted quantities by the model. The
slope of the line is the product of two ratios, the ratio of the irradiances at the ground and the
ratio of transmittances; the intercept is a linear combination of the path radiances where one
of the path radiances is weighted by the value of the slope. The line associated with Eq. (5) will

be called the S-I line (slope-intercept) for convenience.

Only a certain portion of the S-1I line has a physical meaning with respect to target radiances.
This meaningful portion of the S-I line exists between the point on the line where pt =0 [i.e., L(10)
= Lp(lO) and L) = Lp(5)] and the point on the line where pt =1 {i.e., L(10) = [E(IO)T(IO)/W]

+ Lp(lO) and LT(S) = [E(B)T(S)/W] + Lp(S)}. Only within this portion of the S-I line does the target

radiance for the two altitudes relate to a diffuse reflectance for the target.

A linear measure for pt exists along the S-1 line between the maximum and minimum values

of pt. This can be seen by rearranging Eq. (3) to give

t
L-2ET 1 -0
L p
and then equating this relation for the two altitudes to produce, upon rearrangement,
t
L(10) = L(5) + %—[E(IO)T(IO) - E(G)T()] + Lp(lO) - Lp(5) (6)

Equation (6) is the equation of a straight line with unit slope and an intercept equal to the brack-
eted term. Since the intercept varies linearly with pt, Eq. (6) defines a family of parallel lines,
the distance between which is proportional to Apt. Thus, these lines must intersect with the S-1
line (Eq. 5) at intervals proportional to Apt, and therefore distance along the S-I line must be

. .t
linear inp .

The S-I line can be generated by the radiative fransfer model since all the elements neces-
sary to define both the slope and intercept are calculated by the model. Such a line for hypo-
thetical conditions is shown in Fig. 18, with the pt scale indicated. A hypothetical data point
representing a particular target for which the scanner would have measured particular values
of L(10) and L(5) for the same conditions is alsoc shown. If the data point were on the S-I line,
then the model calculated results would be in agreement with the scanner measurement, In the
example the data point is not on the line. X one draws a vertical line through that data point, the
intersection with the S-1 line will be at that value on the pt scale defined by Eq. (4) for h = 5000 ft.
Conversely, a horizontal line through the data point will intersect the S-I line at the value on the
pt scale defined by Eq. (4) for h = 10,000 ft. Thus, it is seen that the S-I line provides a means
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for a graphical solution of the calculatlons of ptlo and p5 discussed in Section 4.2.1. Any data

point lying above the line leads to p10 > ps, while a data point below the line leads to plO < p5

While the location of a plotted data point on the S-I line indicates agreement between model
calculation and scanner measurement, it is not necessarily an absolute agreement unless some
other information is present to define where on the line the data point should fall, i.e., the true
value of pt must be independently known. Since it was not known for any target in this experiment,

a limitation in absolute model validation resulted.

The real utility of the S-I line approach to the validation lies in the ability to show those
model calculation uncertainties which are due to uncertainties in the values of the input specifi-
cations. This can be accomplished by calculating upper and lower bounds of the S-1 line result-
ing from the appropriate combinations of the upper and lower bounds of uncertainty associated
with the inputs. Tables 4 and 5 show, for each model input parameter, the nominal value (i.e.,
the reported value or the best estimate) and the estimated uncertainty in that value for this ex-
periment. Also shown are the relative effects (0, + or -) on both slope and intercept of the S-1

line which would be caused by a small increase in the nominal value for each parameter. Note

TABLE 4. RELATIVE EFFECT UPON S-I (SLOPE-INTERCEPT)
LINE CALCULATION CAUSED BY INPUT UNCERTAINTIES

General
Absolute Effect Upon Calculating*

Parameter Nominal Value Uncertainty Slope Intercept
Extraterrestrial s 0 +
Solar Irradiance (Eg) Fig. 13 6%

: +8 km _
Visual Range (V) 32 km “Tkm +
Average Terrain 0 N
Background Albedo (p) See Table 5
Sensor Height 10,184 {t +500 ft - for 10,000 ft + for 10,000 ft
Abover Terrain (h) 5184 ft + for 5000 ft - for 5000 ft

+1° (0° —~ 14°

- +
target spread)

Nadir View Angle (6,) 17° Average

43.50 for 10,000 ft
41.0 in. for 5000 ft

36.19 for 10,000 ft 20 0 - for 10,000 ft

Solar Zenith Angle (9 0) 20 - -

Relative Azimuth ($,)  3¢°70 501 5000 £t * + for 5000 ft
-20.01 um
Effective Channel (A < 0.68 um) -
Wavelength (A) See Table 3 +0.02 um *
{(, > 0.68 um)

*+ means a higher value of parameter leads to a higher value of slope or intercept.
- means a higher value of parameter leads to a lower value of slope or intercept.
0 means no effect.
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TABLE 5. NOMINAL VALUE AND UNCERTAINTY
FOR AVERAGE BACKGROUND TERRAIN ALBEDO,

p
Wavelength _ Estimated Uncertainty

(m) p (9% of value)

0.422 0.0583 +50

0.457 0.0677 +50

0.491 0.0741 +50

0.511 0.0855 +50

0.533 0.1059 +50

0.563 0.1212 +50 -

0.602 0.1144 +50

0.646 0.1140 +45

0.708 0.1701 +40

0.800 0.3179 +30

that for sensor height, h, and relative azimuth, ¢r, the nominal values for the two altitudes carry
independent effects since independent measures for those parameters were made. For all the
other parameters, the uncertainties cannot be applied independently for the two altitudes since,
even if the absolute values are wrong, these values are equally applicable to data from both
altitudes. This even applies to 60 since the time interval between the acquisition of the 10,000-ft

and 5000-ft data is accurately known, even though the absolute time of either is uncertain.

The effect upon the S-1 line (and, we believe, upon the real atmosphere) due to variation
of an input parameter is usually opposite for the slope as compared to the intercept. Thus,
in determining an upper bound to the S-I line for the given situation, one must decide whether
an upper bound emphasizing slope effects (i.e., transmittance and irradiance) or intercept ef-
fects (i.e., path radiance) is to be determined. In general, at longer wavelengths and higher
target reflectances, the slope contains the most significant portion of atmospheric effects, while
at shorter wavelengths and lower target reflectances, the intercept contains the most significant
atmospheric effects. Thus, upper and lower limits to the S-I line for spectrometer channels 1 -
through 10 were determined by choosing, from Tables 4 and 5, that combination of extreme
values of the input parameters which would lead, respectively, to the largest and smallest inter-
cepts. Conversely, the upper and lower limits to the S-I lines for spectrometer channels 11 and
12 were determined by choosing, from Tables 4 and 5, that combination of extreme values of the
input parameters which would lead, respectively, to the largest and smallest slopes. As indicated
previously, only for the parameters h and d)r were the upper and lower extremes for the input
manipulated independently for the two altitudes in order to maximize slope (or intercept) differ-
ences. For all other inputs, if a positive (or negative) extreme was taken for the 10,000-ft model
calculation, then a positive (or negative) extreme was also taken for the 5000-ft model calculation
in order to determine bounds for slope and intercept. The resulting combinations are shown in
Table 6.
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TABLE 6. SPECIFIC VALUES OF THE MODEL INPUT PARAMETERS USED
FOR CALCULATING LIMITING S-1 (SLOPE-INTERCEPT) LINES

Value Used for Value Used for
Input Parameter Upper Limit Lower Limit Spectral
for Model S-1 Line S-1 Line Channels
Extraterrestrial - * "
Solar Irradiance (EO) 1'OGEO()\) 0'94EO('\) all
. 25 km 40 km 1to 10
Visual Range (V) 40 km 25 km 11 and 12
Average Terrain _ - VIR TN L AT YRk
Background Albedo () PN + 4P pA) - Ap(a) all
Sensor Height 10,684 and 4684 ft 9684 and 5684 ft 1to 10
Above Terrain (h) 9684 and 5684 ft 10,684 and 4684 ft 11 and 12
N 14° 0° 1to 10
Nadir View Angle (9v) 00 14° 11 and 12
0 )
. 41.45° (10,000 ft) 45.45° (10,000 £t)
Solar Zenith Angle (6))  39°04° (5000 ft) 43.04° (5000 ft) all
) )
. . 38.1- (10,000 ft) 34.1° (10,000 ft)
Relative Azimuth (¢.)  34°79 (5000 1) 38.7° (5000 ft) all
. A -0.01um! A +0.01 um? 1to 10
Effective Channel (A) A +0.02 me A-02 umT 11 and 12

*See Figure 13
**See Table 6
1 See Table 3

Figures 19 through 28 present, for each of the ten available spectrometer channels respec-
tively, a graph of the upper and lower limit S-I lines calculated by the model together with the
data points for each of the 18 targets as measured by the multispectral scanner. It can be seen
that the majority of all the target data points lie either on the two S-I lines or in the region be-
tween these lines for all wavelengths except 0.422 pm (spectrometer channel 1). This indicates
that, for most of the wavelengths, the measured data points lie within the upper and lower model-
calculated boundaries determined using the estimated uncertainties in the values of the input
parameters. The failure of the measured data to fall within the calculated limits for channel 1
(Fig. 19) can be ascribed either to an error in the calculated values or to an error in the mea-
sured values, or both. The dashed line in Fig. 19 is a least squares fit to the measured data,
and indicates the average magnitude of the disagreement. If we assume that the model calcula-
tions are the predominant source of error, then such error should be systematically affecting
other wavelengths, since the spectral parameters which are inputs or internal to the model are
smoothly varying spectral functions. However, no such systematic discrepancy is evident for
the other adjacent wavelengths (e.g., Figs. 20 and 21). The discrepancy in Fig. 19 could also be

due to an error in scanner calibration. Such calibration is in fact accomplished essentially
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L(10)(mW/cm2-um-sr)

L(5)(mW/cm2—,u m-sr)

FIGURE 19. SLOPE-INTERCEPT COMPARISON AT 0.422-um (SPECTROMETER
CHANNEL 1). Solid lines are model-calculated S-I lines. Dots are measured data
from multispectral scanner.
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L(lO)(mW/cmz-um-sr)

L(S)(mW/cmz—um-sr)
FIGURE 20. SLOPE-INTERCEPT COMPARISON AT 0.457 um (SPECTROMETER

CHANNEL 3). Solid lines are model-calculated S-I lines. Dots are measured data
from the multispectral scanner.
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l

L(5)(mW/cm2-p m-sr)

FIGURE 21. SLOPE-INTERCEPT COMPARISON AT 0.491 um (SPECTROMETER
CHANNEL 5). Solid lines are model-calculated S-I lines. Dots are measured data
from the multispectral scanner.
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L(10)(mW/cm2-pm—sr)

L(S)(mW/cmz—p m-sr)

FIGURE 22. SLOPE-INTERCEPT COMPARISON AT 0.511 um (SPECTROMETER
CHANNEL 6). Solid lines are model-calculated S-I lines. Dots are measured data
from the multispectral scanner.
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L(5)(mW/cm2 -y4m-sr)

FIGURE 23. SLOPE-INTERCEPT COMPARISON AT 0.533 um (SPECTROMETER
CHANNEL 7). Solid lines are model-calculated S-I lines. Dots are measured data
from the multispectral scanner.
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18

L(10)(mW/cm2 ~-um-sr)

LG5 )(mW/cm2 -um-sr)

FIGURE 24. SLOPE-INTERCEPT COMPARISON AT 0.563 um (SPECTROMETER
CHANNEL 8). Solid lines are model-calculated S-I lines. Dots are measured data
from the multispectral scanner.
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18

L(10)(mW/cm2—um-sr)

l l | | l | I |
0 2 4 6 8 10 12 14 16 18

L(5)(mW/cm2-um—sr)

FIGURE 25. SLOPE-INTERCEPT COMPARISON AT 0.802 um (SPECTROMETER
CHANNEL 9). Solid lines are model-calculated S-I lines.. Dots are measured data
from the multispectral scanner.
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18

L(5)(mW/cm2-u m-sr)

FIGURE 26. SLOPE-INTERCEPT COMPARISON AT 0.646 um (SPECTROMETER
CHANNEL 10). Solid lines are model-calculated S-I lines. Dots are measured data
from the multispectral scanner.
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18

L(10)(mW/cm®-pm-sr)

0 2 4 6 8 10 12 14 16

L(5)(mW/cm2-u m-sr)

FIGURE 27. SLOPE-INTERCEPT COMPARISON AT 0.708 um (SPECTROMETER
CHANNEL 11). Solid lines are model~calculated S-I lines. Dots are measured data
from the multispectral scanner. ’
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L(10) (mW/cmz-u m-sr)

18

16} - !

14 -

12—

10—

0 2 4 6 8 10 12 14 16 i8

L(S)(mW/cmz-um—sr)
FIGURE 2l8. SLOPE-~INTERCEPT COMPARISON AT 0.800 um (SPECTROMETER

CHANNEL 12). Solid lines are model-calculated S-I lines. Dots are measured data
from the multispectral scanner.
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independently for each channel, and so need not be systematic spectrally. If the calibration con-
stant for channel 1 were reduced by 25%, the data points would move towards the origin of the
graph and fall within the S-I limits indicated by the model, with the least squares line moving
downwards but remaining parallel with itself. In retrospect, it is 'impossible to establish whether
such calibration error was present. It is known, however, that successive calibrations of channel
1 have varied by about 200,. This is predominantly due to the fact that the standard lamp for
radiance calibration has a precipitously changing spectral radiance output over the spectral band-
width of channel 1. Thus, it is quite possible that the discrepancy shown in Fig. 19 can be at~
tributed to the scanner calibration. Qualitative substantiation of this possibility is provided by
the spectral curves of Figs. 15 and 16, which show unexpectedly high pt values for 0.422 pm when
compared to adjacent wavelengths. Such calibration error would also produce the relatively high

Ap value seen for channel 1 in Table 3.

For all wavelengths, the measured data points of Figs. 19 through 28 tend to define empirical
S-1 lines having slopes which are less than the slopes of either of the S-I lines calculated using
the model. Since the slope of any empirical line is not a function of scanner calibration (changing
calibration would only translate a given line to another which was parallel), it appears that the
model results do in fact exhibit a systematic error in determining at least part of the atmospheric

effects upon these data.

The slope of an S-I line is proportional to a ratio of ground irradiances and to a ratio of
transmittances (Eq. 5). Because of the short time interval between the aircraft overflights at
10,000 and 5000 ft, the irradiance ratio is nearly equal to one and cannot be significantly in error.
Thus, the slope problem must be associated with the calculation of the transmittances. As is
implied in the appendixes (1.3.2 and IL.4), the transmittance is determined by the optical depth
of the atmosphere, To’h, existing between the target at ground level and the sensor at altitude h.
In turn, this optical depth is the sum of a Rayleigh scattering component and an aerosol scattering

component.

The Rayleigh component is well-defined since it depends only upon the relationship between
atmospheric pressure and altitude, a relationship which is quite universally applicable, at least
near Earth's surface. However, the aerosol scattering component of To,h depends upon the rela-
tionship between the aerosol number density and the altitude, a relationship which can be highly
variable. The radiative transfer model uses specific number density profiles which represent,
for a given surface visual range, empirically-determined mean values for the aerosol altitude
distributions (Appendix I). These distributions are correct on the average, but may not hold for
a particular time and place. The exact form of the altitude distribution is most important for
near-surface calculations such as the present ones, since most of the aerosol particles exist in
the first several thousand feet of atmosphere. In particular, since calculation of the transmit-

tance to any particular altitude depends upon the integrated aerosol number density up to that
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altitude, any profile errors will have greater effect upon a calculation at the 5000~ft altitude,
than at 10,000 ft or higher.

For the calculated S-I lines of Figs. 19-28, a lower slope would result if T(5) were increased
while T(10) remained unchanged. This could have been accomplished by assuming that the same
number of aerosol particles existed between 0 and 10,000 ft, but that some of those assumed to
lie between 0 and 5000 ft should really have been between 5000 ft and 10,000 ft. It is interesting
to note that if such modification had been made, the decreased slope would have been accompanied
by an increased intercept (see Table 5) so that the S-I lines of Figs. 19-28 would tend to rotate
about an axis located somewhere near the middle of the L(5) scale. Thus, the relationship be-
tween such resultant calculated S-I lines and the majority of the experimental data points would
remain essentially unchanged, while agreement would be improved for experimental points of

high radiance (i.e., pt) values.

4.2.3. VALIDATION SUMMARY

The results of the validation analysis presented in the preceding sections indicate that the
atmospheric radiative transfer model is a credible tool for calculating the effects of the atmo-
sphere on remote sensor data. The analysis of Section 4.2.1 emphasized the absolute accuracy
of the model, and showed that agreement between experiment and theory was good for all wave-
lengths longer than about 0.45 um. At shorter wavelengths, the agreement is less precise, but
is very probably related to scanner calibration uncertainties rather than to any intrinsic defect

in the model itself.

The analysis of Section 4.2.2 showed that uncertainties in the exact values of the environ-
mental parameters used as model inputs can account for systematic errors in the calculations.
These results are indicative of the fundamental accuracy limits that nature imposes upon the

results of such modeling, without regard to the actual accuracy of the model.

It appears that use of the visual range at the surface as the only measure for the atmospheric
aerosol distribution can lead to some calculation error for specific cases, even though it should
lead to correct results on the average. Such possible error will probably be greatest for calcu-
lations applied to low aircraft altitudes and high target reflectances, and will quite probably be
diminished for space altitudes and for average target reflectances. Visual range will remain
the only generally available measure until finer measures are made standard and available to

all remote sensing investigators.
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SO-65 PHOTOGRAP5HY CALIBRATION
One of the original goals of this program was to use the SO-65 photographic data from
Apollo IX as a means for validating the ability of the radiative transfer model to correctly cal-
culate the atmospheric effects present in space photographic data. A second goal was to then
correct the SO-65 data for such atmospheric effects; i.e, determine the relation between the
film density and the effective 'diffuse reflectance of ground targets. Our failure to accomplish
the first of these goals is discussed in Section 5.1, while our accomplishment of a portion of the

second goal by indirect methods is described in Section 5.2.

5.1. MODEL VALIDATION ATTEMPTS WITH SO-65 DATA

Section 4 of this report described two methods by which near~simultaneous multispectral
line scanner data acquired at two flight altitudes could be used to evaluate the accuracy of the
atmospheric radiative transfer model. These validation schemes required, as a minimum, three
preconditions: (1) that the sensor be radiometrically calibrated to some minimal degree of absolute
accuracy, but most important that it be highly repeatable in relative responsivity for the two alti-
tudes; (2) that certain environmental parameters describing the atmospheric state be known
(i.e., those required as model inputs); (3) that enough ground truth be available to allow at least

a rough determination of the average background terrain albedo.

The relative success of the validation results of Section 4 indicates that all of these precon-
ditions were met to a reasonable tolerance for the line scanner analysis. Thus, for a validation
attempt utilizing both the scanner data and SO-65 camera data, at least conditions (2) and (3)
above could be achieved since they are not sensor dependent. However, condition (1) above be-
comes very strict when the data at the two altitudes (i.e. space and 3 km) are provided by differ-
ent sensors, for then the strong requirement of repeatable responsivity actually forces a require-

ment for good absolute accuracy from both sensors in order for their outputs to be comparable.

The characteristics of the Hasselblad cameras had been extensively measured and docu-
mented, both prior to space flight by the manufacturer, Carl Zeiss, and the Manned Spacecraft
Center, and subsequent to the space flight by the Optical Sciences Center of The University of
Arizona. Extensive sensitometry had been conducted by the Photographic Technology Laboratory
at MSC and by Data Corporation in order to establish flight film process control procedures, to
provide calibration film friskets on flight film emulsions, and to provide post-processing evalua-
tions. The presence of this extensive data base provided some hope that an adequate calibration
of the SO-65 data could be accomplished, despite the fact that photographic film is not usually
considered an appropriate approach to calibrated radiometry. It was felt that some useful model
validation results could be obtained if the {ilm density on the reproduced transparencies of SO-65
data provided for this program could be related to a band radiance at the entrance aperture of

the cameras with an accuracy of +309%,.
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An estimate of the accuracy with which the band radiance at the aperture can be determined
from a measurement of film density on the original negative for these SO-65 cameras using type
3400 film is shown in Table 7. Only significant error sources (net effect 2 +1%) are included.

In some cases even these had to be estimated. A net root-mean-square (rms) error of +28%,
results if error independenee is assumed. While this probably represents the minimum actual
error, it is still a very good result for a photographic sensor. However, one possibly significant
error source which could not be evaluated quantitatively is that of latent image failure during the
time between exposure and processing. Flight film control friskets on type 3400 film which were
exposed on or about 20 February 1969 and then processed with the actual flight film on or about
15 March 1969 exhibited significant changes in effective speed, gamma and maximum density when
compared to similar friskets exposed and then processed without delay [6]. While such latent
image failure is known to be a function of film environment and time, the exact relationship is not
well understood. Thus, it is not known to what degree latent image failure may have affected

the actual flight film.

In any event, the data of Table 7 show only the minimum error involved when the film density
measurement is madeonthe original flight film. The actual transparencies available to this pro- i
gram were n-th generation enlarged positives (n is unknown). These would still have been useful
if one could relate the film density on these transparencies to that on the original negatives.
However, well into the program period it was learned that the transparencies provided had been
produced using an uncalibrated enlarger and, even more significantly, had been hand processed
without controls [7]. Lack of sufficient time remaining for preparation and analysis precluded
the possibility of acquiring controlled transparencies. As a result, it was impossible to assign
even a marginally useful calibration to the SO-65 photographic data on hand, and it was also im-

possible to use these data for even a rough validation of the atmospheric radiative transfer model.

5.2, SO-65 DATA CALIBRATION

One of the major advantages to be gained by having a radiometrically calibrated remote
sensing device is that, in conjunction with a quantitative atmospheric model, remotely sensed
target radiances may be corrected for atmospheric effects to produce a measure of the effective
diffuse target reflectance, and thus a signature more closely representative of the intrinsic attri-
butes of the target. As discussed in Section 5.1, direct calibration of the SO-65 data available to
this program could not be accomplished. It was therefore necessary to resort to an indirect
calibration method utilizing the Imperial Valley multispectral scanner data acquired nearly
simultaneously with SO-65 data set AS9-26-3799. Three major steps were involved in this cali-
bration: (1) extrapolation of the miltispectral scanner data in altitude and time using the atmo-
spheric radiative transfer model; (2) simulation of the in-band spectral radiance for each camera
and for a range of targets byappropriate weighted summing of the higher spectral resolution

scanner data; and (3) comparison of the simulated band radiance of selected targets to the film
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density of those same targets on the space photography. Sections 5.2.1, 5.2.2 and 5.2.3 respec-

tively described these three operations and the results obtained.

5.2.1. EXTRAPOLATION OF SCANNER DATA

The multispectral scanner data of Imperial Valley acquired on 12 March 1969 were de-
scribed in Section 4. These data provided a base-line target measure which could be used for
calibration of SO-65 data set AS9-26-3799 provided that the quantitative differences in atmo-
spheric effects could be determined. This required an extrapolation not only in altitude (from
10,000 £t to ~ 100 miles) but also in time (from 1010 PST for the scanner to 0828 PST for the
space photography).

It was shown in Section 4 that calibrated scanner data together with the atmospheric model
could be used to calculate the effective diffuse spectral reflectance, pt, of a target, t, by the rela-
tion

t
g

L,tr was the measured target spectral radiance provided by the scanner, L (h) and T(h) were the
spectral path radiance and transmittance calculated by the model for the appropriate environ-
mental conditions and sensor altitude, and Eg was the total spectral irradiance onto the target
calculated by the model for the specific environmental conditions. It follows that if pt for a
particular target is the same for the conditions of both the scanner data acquisition and the space
photography acquisition, then that target can be used as a transfer standard, and the total spec-
tral radiance for that target presented to the space cameras can be calculated using that pt to-
gether with model calculations for Lp, Tv’ and the particular Eg, appropriate to the atmospheric

conditions. B

The effective diffuse spectral reflectance,pt, is apure target attribute onlyif the target is in
factadiffuse reflector. If the target is not diffuse (as is usually the case), then pt will ingeneral
vary with changes in either viewing geometry or illumination geometry, for itonly describes the tar-
get reflectance for one particular combination of aingles. Thus, in using the calibrated scanner
data and atmospheric model to produce a space-extrapolated target radiance spectrum for SO-65
data calibration, only those targets for which the angular geometry of view and illumination were

similar for the two sensors can be used.

As seen from the space photography of data set AS9-26-3799, the center point of that portion
of the Imperial Valley covered by the scanner data was viewed at a nadir view angle of 10° on a
true azimuth of 181°. For the 10,000 ft scanner data itself, the true view azimuth (defined by the
ground projection of the scan direction to the south side of nadir) was 177°. Thus, for that scan-

ner data obtained at a nadir view angle of 100 on this 177° true azimuth any structure effects
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AN

(row direction, projected leaf area index, etc.) on the effective diffuse spectral reflectance of a

particular target should be essentially identical to that applicable to the space photography.

While the viewing geometries relative to the target structure were nearly identical for the
scanner (at 10° nadir view angle) and the space photography, the absolute illumination geometries
differed. For the space photograpy acquired at 0828 PST, the solar zenith angle was 58.8° and
the true solar azimuth angle was 118.69. At 1010 PST when the 10,000 ft scanner data was ac-
quired, these angles were 43.5° and 1419, respectively. The relative illumination geometry can
be calculated by determining the angle between the vector defining the viewing direction and the
vector defining the direction of propagation of the direct solar beam into the target area. Such
calculation shows an angle of 63.8° for the space photography and 51.8° for that part of the
10,000 ft scanner data taken with a nadir view angle of 10° on the 1770 azimuth. This difference
of 120 in the relative illumination geometries for the two data sets could affect the applicable
value of the equivalent diffuse spectral reflectance. Reduction of this difference can be accom-
plished by using scanner data for a larger value of the nadir view angle. For example, the rela-
tive illumination angle for the scanner data at a 20° nadir view angle along the 1770 azimuth is
60.5°, only 3.3 different from that for the space photography. However, this improvement in
matching the illumination geometry decreases the matching of any effects resulting from target
structure, as discussed in the previous paragraph. In particular, the effect on pt caused by a
changing projected leaf area index could be significant in going from 10° to 200 nadir view angle.
For this reason, and for the reason that only a portion of the illumination is contained in the
direct solar beam, it was decided that a 129 disparity in relative illumination angle could be
aécepted. Thus, those‘targets seen by the scanner at a 10° nadir view angle along the 177°

azimuth were chosen to provide the transfer standards for space simulation.

-

The atmospheric model was used to determine the spectral path radiance, transmittance
and irradiance on the ground for the conditions of the 10,000-ft scanner data acquisition (described
in Section 4). The path radiance and transmittance necessary were only those calculated for the
previously described viewing geometry to be used in the space photography calibration. These
calculated values were used to transform the ten digitized spectral channels of scanner data so
that the voltages now represented equivalent diffuse spectral reflectance, rather than spectral
radiance. Since the transformation was accomplished as if all the scanner data had been ac-
quired at the particular nadir view angle of interest, residual angle effects caused by improper
atmospheric correction existed for the other angles in the data. At the same time, angular

effects resulting from actual angular variations in pt for a given target class also existed.

The residual angular effects were corrected empirically by means of the extensive ground
truth data. The residual angular variation in pt for specific target classes was determined from
the data by locating as many fields of a given target class as possible and then plotting, for each

spectral channel, the pt value as a function of the particular view angle. Care was taken to ex-
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clude portions of fields where the imagery or the ground truth indicated some peculiar condi-
tion existed (e.g., weed infestation or incomplete ground cover). From these angular variation
curves for each spectral channel, a single angular correction function was determined which
would flatten out the angular variations for all of the target classes so that, independent of angle,
the pt value for any field of a particular class would be the same as if it had originally been at
the reference 10° view angle. These angular correction functions were then applied to the scan-
ner data. Such correction was not necessary for the SO-65 calibration, since only the data at
the reference 10° view angle would be used. However, such correction was advantageous to the

ERTS and SKYLAB sensor simulation and analysis as will be described in Section 6.

Once the scanner data had been transformed to equivalent diffuse reflectance, the atmospheric
model was again used to calculate the spectral path radiance, transmittance and ground irradiance
applicable to the conditions under which the SO-65 data AS9-26-3799 were taken. These param-
aters were then used to transform and extrapolate the digitized scanner data into space. The
result was a quantitative multispectral data set, calibrated in radiance, representing what the
multispectral scanner would have produced had it been mounted in Apollo IX and had it looked
at the same portion of Imperial Valley with the same ground resolution as that at the 10,000-ft

altitude from which the data were acquired.

5.2.2. SIMULATION .OF SO-65 PHOTOGRAPHIC DATA

Extrapolation of the multispectral scanner data to space provided the data base necessary
to produce simulations of the SO-65 camera data. If was then necessary to determine how to add
together weighted combinations of the ten available spectral channels in order to optimally sim-

ulate the actual spectral response of the three monochrome SO-65 cameras.

Figure 29 shows the relative spectral sensitivity of the monochrome SO-65 cameras [7] and
of the ten available scanner channels. It can be seen that the relative narrowness and position of
the scanner spectral channels can allow some latitude in matchingthe spectral sensitivity of the

S0-65 bands, except for that of camera CC where only channel 12 of the scanner appears useful.

Several methods were available by which to select the weighting factors used to simulate the
S0-65 spectral responses. The most straightforward approach would have been to select those
scanner channels which fell within the spectral range of the response to the simulated, and then
do a trial and error relative weighting in order to approximate the required spectral shape.
After such fitting, the resulting simulation could be scaled so that the integrated spectral re-
sponse (i.e., area under the curve) would equal that of the band to be simulated. Such a technique
assures only that the absolute response will be correct for any spectrally flat radiance distribu-
tion. Another technique is to adjust the weightings in order to produce the best least-squares
fit to the required spectral response shape. This requires an iterative process to minimize an

implicit equation which niay have more than one local minimum. In any case, such a technique
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only insures that, if the probability of occurrence of any arbitrary spectral radiance distribution
is as likely as that of any other, then the mean of the responses to all such distributions will be
the same for the simulation as for the actual spectral shape (i.e, the simulation will make posi-~

tive errors with the same facility that it makes negative errors).

The above techniques for simulation do not appear desirable since, for real scenes, target
radiance distributions generally are not spectrally flat and do not represent a random selection
of all hypothetically possible distributions. It was therefore decided to utilize a technique for
determining simulation weights which forced the resultant simulation to perform exactly like the

sensor being simulated for certain specific target spectral radiance distributions.

Consider a relative spectral response, ro(h), for which a simulation is desired. A number

n of narrow spectral bands of relative response ri()\)(i =1, n) are available for producing such a

simulation, for which n weights LA must be determined. A particular target has a spectral ra-
diance, L(}). This produces a band radiance, LB, (i.e.,a response) in the actual system of

[v 0]
LB f ro (L) dA (152)
0

To produce a correct simulation,the weights for the n simulating channels must be such as to

result in the same LB, vis:

0 n o«
f ry()LM) dA = Zwi J r. (ILO) dA (15b)
0 i=1 0
This is one linear equation in n unknowns, W Obviously, by choosing n different target
radiance distributions, Lj {x){(j = 1, n), n simultaneous linear equations in the n unknowns w, re-
sult. These may be uniquely solved for the w; s0 long as none of the L(\) are linear combinations
of any subset of the others, i.e.,so long as the resultant equations are independent. Thus, if four
spectral bands ri()\) are to be used in simulating ro()\), this simulation can be made periect for
four particular target spectral radiance distributions and for any linear combination of those
distributions. Judicious choice of the Lj(A) can make the simulation even more generally appli-

cable.

The simulation of the SO-65 cameras was conducted in order to calibrate the SO-65 data.
Therefore, the particular Lj()\) used to determine scanner channel simulation weights were de-
rived directly from the selected targets present in the space-extrapolated scanner data which
would provide the calibration. Fourteen target areas present in the scanner data were selected -
and their space-extrapolated spectral radiance distributions determined from the ten available
spectral channels. Target selection was based upon four criteria: (1) the target was located

within +3° of thatposition in the scanner data for which the space extrapolation was considered
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most accurate (see Section 5.2.1); (2) the target was uniform in appearance in the scanner imagery
and described as homogeneous in content in the ground truth observations; (3) the target was

large enough (at least 500-ft square) to be easily located and defined in the space photography;

and (4) the total set of such targets adequately represented all the major target classes present

in the data, and adequately represented the spectral variability and dynamic range of the scene.

Each of the SO-65 camera responses of Fig. 29 was simulated by means of a subset of the available
scanner channels and target radiance distributions. The particular subset of targets chosen for
each determination of simulation weights corresponded to those exhibiting the most dissimilar
spectral characteristics within the spectral range of the particular SO~-65 band being simulated.
Table 8 defines the particular scanner bands used for each simulation. Also shown is an in-
dependent measure of the overall accuracy of each simulation in terms of how well the simulated
S80-65 band matches the actual SO-65 band in terms of its response to those targets not used in
producing the simulation weights. The simulation errors for Camera BB are quite small. This
isdue to the large number of scanner channels which could be used, and as a result, the variety of
target spectrafor whichthe simulation could be made exact. The simulation errorsfor Camera
CC are probably representative of the best that can be expected when only one scanner channel is
available for simulation. The very low mean error in relation to the RMS error results from
the fact that the simulation overestimates the response to healthy vegetation by 1 to 2% and
underestimates the response to soil and dead vegetation by an equal amount. The simulation
errors for camera DD are worse than those for camera CC, despite the use of three scan-
ner channels for the former. This results from the odd shape of Camera DD's spectral response
(see Fig. 29). One problem is that this spectral shape is highly correlated with that of vegeta-
tion. This results from the pronounced local minimum at about 0.64 um. In addition, the fact
that the peak response for Camera DD occurs near 0.69 ym requires that scanner channel 11
be used in the simulation, even though use of this channel leads to undesirable response in the
0.71- to 0.79-um range where vegetation spectra are significantly increasing. These factors
result in a 1 to 49, over-estimation of response to some healthy vegetation and a 1 to 29, under-

estimate of response to some soils.

TABLE 8. SIMULATION ACCURACY FOR S0-65 CAMERAS

S0-65 Camera n  Scanner Channels Simulation Errors for 14-n Targets

rms Mean Largest

(%) %) (%)
BB 5 5,6,7,8,11 0.125 -0.094 -0.233
DD 3 9, 10, 11 1.725 0.525 3.750
CcC 1 12 1.405 0.095 2.100

While certain deficiencies in the selected technique for simulation have been pointed out, the
overall result appears quite acceptable. Simulation errors on the order of 2 or 3% for those

targets to be used in calibrating the SO-65 photographic data certainly cannot be considered
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significant in comparison to other possible error sources involved. In any case, the selected

technique would seem to be the optimum deterministic method for accomplishing such simulations.

5.2.3. S0O-65 CALIBRATION

The space-extrapolated simulations of the three SO-65 monochrome bands discussed in
previous sections provided the means for calibrating the space photography of data set AS9-26-
3799. Such calibration required the further step of comparing the film density of selected tar-

gets on the transparencies to the band radiance for those same targets on the simulations.

Positive transparencies of SO-65 data sets AS9-26-3799 (Imperial Valley), AS9-26-3698
(Imperial Valley), AS9-26-3727 (Houston-Galveston) and AS9-26-3741 (Mississippi River) were
digitized by Optronics International, Inc. The digitization was accomplished on a rotating drum
scanner by means of ab0-um square aperture andab0-uym raster advance per scanline. Because
of sizelimitations onthe drum, onlya 7- by 5-in. area onthe enlarged (= 4X) transparencies could
be digitized. Specular optical density was measured with 8 bit (256 level) resolution over the
range 0 to 3D (AD = 0.0117). These data were recorded on-line by Optronics in 9-track NRZI
800 bpi format. Willow Run Laboratories' IBM 360-67 computer was used to reformat the data
into 7 track 200-bpi packed mode which was identical to the format of the digitized multispec-
tral scanner data. Thus, all software processing routines developed for the multispectral scan-

ner data could be used on the digitized SO-65 photographic data.

The 50-pm sampling aperture for digitization corresponds to 10 line pairs per mm sampl~
ing resolution on the enlarged transparency, which in turn is equivalent to about 40 line pairs
per mm on the original 70-mm format for the SO-65 data. Thus, considering reproduction deg-
radation, the sampling resolution was probably equal to or better than the actual resolution avail-
able in the data [7]. In any case, the sampling resolution was equal to a spot size of about 110 ft

on the ground.

Density contour maps (gray maps) of the digitized space photography for Imperial Valley
data set AS9-26-3799 were prepared and compared to similar maps made from the multispectral
scamner data. The fourteen previously selected target areas (Section 5.2.1 and 5.2.2) were lo-
cated on the space data and the data points falling within the boundaries of those target areas
defined as accurately as possible. Finally, the mean recorded film density for each of these
targets on the digitized space photography was calculated as was the mean for the band radiance
of the scanner simulations. Since the film density resulting from the photographic process is
proportional to the logarithm of the exposure (and thus the logarithm of the band radiance) the

mean band radiance, iB, for each target in the simulated data was determined logarithmically
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where N is the number of data points within the target area. Actually, however, the criterion of
uniformity in the fourteen selected target areas was met so well that the variance in the simulated
data was very small and the resultant waas not significantly different from that derived by

an arithmetic mean calculation.

Figures 30, 31, and 32 show_plots of specular optical density versus mean band radiance for
the photography of data set AS9-26-3799. These graphs constitute the calibration curves for the
particular transparencies provided to this program. The upper scale in these figures shows the
diffuse reflectance which would produce a particular band radiance for the atmospheric conditions

and geometry applicable to this data set.

‘ A solid line representing a least squares fit to the data is shown in each of Figs. 30, 31, and
32. The film gamma calculated for these lines is also shown in the figures. The rather signifi-
cant difference in gamma for the three transparencies is probably indicative of the uncontrolled
reproduction processing, since the original flight film control process was designed to achieve
a common gamma (=1.4) for all monochrome bands [29]. Whether these calibration lines should
really be straight after several generations of reproduction is of course open to question. Such an
assumption seems well founded for the Camera DD transparency (Fig. 32), while for the Cam-
era CC transparency (Fig. 31) a curved calibration such as shown by the dashed line could be
justified as easily as the straight line. It is interesting, although not necessarily significant,
to note that this curved line would blend nicely into the data of Fig. 30 with a minor shift in the

band radiance scale.

Regardless of the kind of calibration line derived from the data of Figs. 30, 31, and 32, it is

impossible to estimate the absolute accuracy of the result. Error sources include:

(1) the SO-65 spectral responses, which were not measured but calculated using the film

manufacturer's standard response data [7]
(2) the absolute calibration of the multispectral scanner

(3) the accuracy of the radiative transfer model calculations including both intrinsic errors

and those resulting from errors in the input parameters
(4) the simulation technique

(5) possible errors in determining the exact location in the digitized space photography
corresponding to the fourteen target areas used from the space-extrapolated scanner

simulation.

Thus, it would seem reasonable to accept the premise that the straight lines in Figs. 30, 31, and

32 represent as good an approximation to the true calibration as is justified for this data set.
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FIGURE 30. CALIBRATION CURVE FOR AS9-26-3799B: SO-65 CAMERA BB POSITIVE
TRANSPARENCY. Calibration applies only to the particular transparency used.
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FIGURE 31. CALIBRATION CURVE FOR AS9-26-3799C: S0-65 CAMERA CC POSITIVE
TRANSPARENCY. Calibration applies only to the particular transparency used.
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FIGURE 32. CALIBRATION CURVE FOR AS9-26-3799D: SO-65 CAMERA DD POSITIVE
TRANSPARENCY. Calibration applies only to the particular transparency used.
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Figures 33, 34, and 35 are calibrated reproductions of the monochrome bands of SO-65 data
set AS9-26-3799. The density of each numbered step in the gray scale represents a particular
effective diffuse reflectance determined using the least-squares fitted straight lines of Figs. 30,
3l,and 32. Because of the uncalibrated processing applied to the transparencies provided to this
program, the calibration applies only to that indicated portion of the frame where the scanner
data were available. Positive transparencies of Figs. 33, 34, and 35 may be found in the jacket

attached inside the back cover of this report.

Calibration of SO-65 data sets AS9-26-3698 {(Imperial Valley), AS9-26-3727 (Houston-
Galveston) and AS9-36-3741 (Mississippi River) was not attempted. The lack of controlled
photographic reproduction made it impossible to transfer the partial calibration achieved for data
set AS9-26-3799. At the same time, the absence of either simultaneous underflights with a ra-
diometrically calibrated scanner, or any quantitative inscene reference precluded the possibility

of independent calibration.
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FIGURE 33. CALIBRATED REPRODUCTION OF SO-65 FRAME AS9-26-3799B. Calibration
applies only in the lower quarter of the right half of the cultivated mitten-shaped area.
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FIGURE 34. CALIBRATED REPRODUCTION OF SO-65 FRAME AS9-26-3799C. Calibrati
applies only in the lower quarter of the right half of the cultivated mitten-shaped area.
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FIGURE 35. CALIBRATED REPRODUCTION OF SO-65 FRAME AS9-26-3799D. Calibration
applies only in the lower quarter of the right half of the cultivated mitten-shaped area.
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ANALYSIS OF SIMULATEDGERTS AND SKYLAB DATA

The atmospheric radiative transfer model, together with the simulation technique developed
during the program, provided means by which simulations of the multispectral data to be acquired
by ERTS and SKYLAB-EREP sensors could be accomplished. Such simulations were generated
from the multispectral scanner data of Imperial Valley for the Return Beam Vidicon (RBV) and
Multispectral Scanner (MSS) sensors of the ERTS-A spacecraft, and for the first seven channels
of the S-192 scanner in the Earth Resource Experiment Package (EREP) of SKYLAB. These
simulations were then analyzed in order to assess their relative multispectral recognition capa-
bilities, and also to evaluate the utility of a new approach to multispectral recognition especially
designed to minimize recognition problems resulting from the coarse spatial resolution inherent
in space-acquired remote sensor data. Simulated imagery of the S-192 multispectral scanner

was produced and is presented in Appendix HOI.

6.1. SIMULATION

In order to accomplish calibration of the monochrome bands of the SO-65 photography, the
multispectral scanner data acquired over the Imperial Valley were extrapolated to space using
calculations produced by the radiative transfer model. This operation, as described in Section
5.2.1, provided a multispectral data set, calibrated in radiance, representing what the multi-
spectral scanner would have produced had it been mounted in Apollo IX and had it looked at the
same portion of Imperial Valley with the same ground resolution as that at the altitude of 10,000 ft
from which the data were acquired. These data thus provided a means for simulating what the
RBV, MSS and S-192 sensors would have produced had they been mounted in Apollo IX.

With the use of the available data for the spectral responses of the three RBV and the four
MSS channels [10], and the first seven channels of S-192 Unit 2 {11, 12], the technique described
in Section 5.2.2 for determining appropriate channel weightings for the space-extrapolated scan-
ner data was applied. The same 14 target radiance distributions used for the SO-65 simulations
were used here, with the choice of particular targets for weighting calculation again made using
the criterion of choosing those with the most dissimilar spectral characteristics within the spec-
. tral band being simulated. Table 9 describes the particular M-5 scanner channels {see Fig. 29)
used in the simulations.

As was done for the SO-65 simulations, a check of the simulation accuracy was accomplished
using those targets not involved in determining simulation weights. These results are also shown
in Table 9. The simulation errors shown in Table 9 are very small for those simulations for
which more than one M-5 scanner channel could be used. Conversely, as expected the errors
are generally much larger where only one M-5 channel was used; S-192 channel 7 is an exception,
apparently because M-5 channel 12 is a very good spectral match to it. The simulation errors

for S-192 channel 6 are quite large, even though M-5 channel 11 used to simulate it does have a
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TABLE 9. SIMULATION ACCURACY FOR ERTS AND SKYLAB SENSORS

-Sensor Channel n M-5 Channels Used Simulation Errors for 14-n Targets

rms Mean Largest
(%) %) (%)
RBV 1 5 3,5,6,7,8 0.056 0.019 -0.083
2 2 9, 10 0.029 -0.001 0.056
3 1 11 5.478 -1.570 -9.790
MSS 1 4 6,7,8,9 0.181 -0.131 -0.348
2 2 10, 11 0.451 -0.372 1.030
3 2 11, 12 0.423 -0.335 -0.821
4 1 12 6.102 0.079 -8.460
S-192 1 1 3 2.815 -1.569 -4.750
2 3 3,5, 6 1.001 -0.768 -1.830
3 3 6,7, 8 0.074 -0.043 -0.128
4 3 7, 8,9 0.044 -0.032 -0.081
5 2 9, 10 0.544 -0.075 1.230
6 1 11 5.662 -1.632 10.100
7 1 12 0.251 -0.018 -0.382

nearly identical spectral response. Apparently, a difference of only 0.01 um in the wavelength
of peak response (0.71 um versus 0.72 pm) is enough to cause significant errors due to the very
rapidly changing spectral radiance of vegetation targets in this spectral region.

After the spectral simulation of the RBV, MSS and S-192 sensors had been completed, the
spatial resolution of the data had to be degraded. The spatial resolution of the multispectral
scanner data taken from 10,000-ft altitude was, after digitization, approximately 50 ft x 50 ft
(Section 4.1). This resolution remained after the spectral simulations. Subsequently, the simula-
tion data were smoothed by averaging over blocks five resolution elements square (25 elements
per block), to produce one new spatially degraded resolution element. The resultant digital reso-
lution of 250-ft square approximates that expected of the actual sensors. One difference, however,
is that each resolution element so created is not significantly contaminated by information from
adjacent elements. In real data, such contamination will be present because of limitations in
electronic bandwidth, detector time constant, and other factors. Imagery examples of simulated
$-192 data are presented in Appendix III.

Perhaps the most significant deficiency in the resultant simulations is that no attempt was
made to simulate the actual noise which will appear in the real data. In fact, much of the noise
present in the original multispectral scanner data was eliminated as a result of the spectral
and spatial averaging accomplished in the simulations. In addition, the path radiance added
into the data in performing the extrapolation to space altitudes was accomplished by adding a
noise-free signal, thus failing to simulate the increased photon noise produced by the path ra-
diance for a real space sensor. Therefore, the analyses of multispectral recognition capabilities
to be discussed in the following sections of this report cannot be interpreted as indications of
the absolute capabilities of the various sensors. Rather, they must only be considered indicative

of the relative capabilities to be expected.
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Another possible deficiency in the simulation involves the statistics of the targets. The
simulation technique forced the mean target radiance values to be correctly simulated in each
resultant spectral channel. This probably also forced the variances in each channel to be rea-
sonably well simulated, at least for large targets. However, the channel-to-channel spectral
covariance, which is determir}ed resolution element by resolution element, may not have sur-
vived the simulation without alteration, even though the spectral simulation was done element

by element prior to degrading the resolution.

6.2. STANDARD MULTISPECTRAL RECOGNITION EVALUATION

The simulated space data were analyzed by means of a standard likelihood ratio technique
which utilizes mean value, variance and spectral covariance derived from training areas in the
data known to contain a desired class of target [13]. This technique compares, in ann-dimensional
spectral space, each resolution element to be classified against each training distribution in
order to determine from which available class the resolution element most likely came. After
this decision is reached, the position of the resolution element within the statistical distribution
of the most likely class is examined to determine whether the probability is high enough to say
that the resolution element really does belong to that class. If not, the resolution element is
rejected as not belonging to any of the desired classes. The classification decisions are made
independently for each resolution element without any a priori specification as to the probability
of occurrence of a given class. The classification decision is also made assuming that no more

than one of the desired target classes is actually presemﬁ in any given resolution element.

Spectral signatures (mean, variance and covariance) were extracted from the original scan-
ner data and from each of the spectrally simulated data sets prior to spatial resolution degrada-
tion. This was done in order to preclude problems in defining pure training sets for each target

class in the spatially degraded data, and in order to allow the use of the smaller field areas as
well as the very large ones. Global signatures were produced by analyzing, for each desired
target class, every field which was known to belong to that class, thus accounting for field-to-
field variations as well as in-field variations. Only pure fields belonging to a given class were
chosen, however (e.g., for barley, only those fields of barley with > 909, ground cover and no
significant weed or disease problems). The use of global signatures also assured that problems
as a result of row direction or any residual target bidirectional effects not eliminated pre-

viously (Section 5.2.1) would be reduced.

The spectral signatures themselves were analyzed prior to multispectral recognition. The
results are shown in Tables 10 through 13 for the multispectral scanner, S-192, MSS and RBV
signatures, respectively. Shown in these tables is the average pair-wise probability that a mem-

ber of one target class will be incorrectly classified as belonging to a second. These probabilities

are indicative of the statistical independence of pairs of signature distributions. As can be seen,
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the statistical independence decreases as the number of sensor spectral channels decreases
{from 10 channels for the original scanner data of Table 10 to 3 channels for the RBV data

of Table 13). This result is, of course, expected since the degrees of freedom are being reduced.
The most significant problems on a pair-wise basis occur when either alfalfa or cut alfalfa (or
both) are one of the members of the pairs, with false alarm probabilities for such pairs being
at the 0.0059, level for the 10 channel scanner data, at the 0.017, level for the S-192, at the
0.029, level for the MSS and at the 0.05% and higher level for the RBV. The only other sig-
nificantly high probability of false alarm occurs between lettuce and fallow soil for the RBV
signatures. Overall, if one takes the average of all values in these tables for each sensor, the
resultant average probability is 0.0008 for the multispectral scanner, 0.0016 for the S-192,
0.0026 for the MSS, and 0.0200 for the RBV. Thus, of the space-simulated data, it appears from
the signature analysis that the reduction from seven S-192 channels to four MSS channels is not

nearly as significant as the reduction from four MSS channels to three RBV channels.

The signatures for the target classes shown in Tables 10 through 13 were used for standard
multispectral recognition processing on the three spatially-degraded space simulations and on
the non-degraded multispectral scanner data. It was felt that the signatures obtained prior to
spatial degradation were valid for recognition after spatial degradation since field-to-field vari-
ance within a given class would still be of approximately equal magnitude, while in-field effects
on signature variance had been minimized in the first place through selection of pure and uni-
form field areas for establishing global signatures. A comparison of the total results obtained
for the entire flight line of data is shown in Fig. 36. For each of the seven target classes used,
the acreage recognized as being of that class by each sensor is shown. Also shown is the ac-
reage rejected as not belonging to any of the seven classes. The test for rejection used a chi-
squared criterion designed to re;ject no more than 0.19, of those data points which actually be-
longed to the distribution against which they were tested. The criterion accounted for the number
of spectral channels in each sensor, and assumed the alternative hypothesis that all data points

did not necessarily belong to one of the seven defined classes.

Assuming that the solid bars representing the original scanner data in Fig. 36 are the ground
truth (or as near to ground truth as is statistically important to the simulations derived from it),
then the results shown are not overwhelmingly conclusive in their relative praise for any par-
ticular simulated space sensor. Depending upon the particular target, one or another simulated
sensor appears to most closely reproduce the multispectral scanner results. The most signifi-
cant proportional error occurs for lettuce recognition, particularly by the RBV. Gray maps of
the recognition results showed that the RBV tended to classify as lettuce those degraded resolu-
tion elements containing a healthy green crop (e.g., barley) together with bare soil {e.g., adjacent
bare fields and especially dirt roads). This result is in agreement with the signature analysis

of Table 13, which showed some potential problem between lettuce and fallow soil even without
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TABLE 10. AVERAGE PAIR-WISE PROBABILITY OF FALSE ALARM FOR ORIGINAL
(10 CHANNEL) SCANNER DATA. (The number is the average of the probabilities that
a row target will be incorrectly classified as a column target and vice-versa.)

Bedded and
Barley Cut Alfalfa Alfalfa Lettuce Weeds Disced Soil
Cut Alfalfa 0.0014 -~ -~ ~- - -
Alfalfa 0.0068 - 0.0053 -- - - -
Lettuce 0.0000 0.0000 0.0000 - -- -
Weeds 0.0000 0.0000 0.0000 0.0000 -- -
Bedded and
Disced Soil 0.0000 0.0008 0.0000 0.0000 0.0000 --
Fallow Soil 0.0000 0.0000 0.0000 0.0000 0.0000 0.0020

TABLE 11. AVERAGE PAIR-WISE PROBABILITY OF FALSE ALARM FOR S-192
(7 CHANNELS ONLY) DATA. (The number is the average of the probabilities that
a row target will be incorrectly classified as a column target and vice-versa.)

Bedded and
Barley Cut Alfalfa  Alfalfa Lettuce Weeds - Disced Soil
Cut Alfalfa 0.0023 -- -- - -- -
Alfalfa 0.0128 0.0123 -- -- - --
Lettuce 0.0000 0.0000 0.0000 - -- --
Weeds 0.0000 0.0000 0.0000 0.0000 - --
Bedded and
Disced Soil 0.0000 0.0017 0.0000 0.0000 0.0000 --
Fallow Soil 0.0000 0.0001 0.0000 0.0000 0.0000 0.0046

TABLE 12. AVERAGE PAIR-WISE PROBABILITY OF FALSE ALARM FOR MSS (4
CHANNEL) DATA. (The number is the average of the probabilities that a row target
will be incorrectly classified as a column target and vice-versa.)

Bedded and
Barley Cut Alfalfa  Alfalfa Lettuce Weeds Disced Soil
Cut Afalfa 0.0032 - - -— -- -
Alfalfa 0.0209 0.0167 -- - - --
Lettuce 0.0000 0.0041 0.0000 -- - --
Weeds 0.0000 0.0001 0.0002 0.0000 - -
Bedded and
Disced Soil 0.0000 0.0024 0.0000 0.0000 0.0000 --
Fallow Soil 0.0000 0.0003 0.0000 0.0000 0.0000 0.0070

TABLE 13. AVERAGE PAIR-WISE PROBABILITY OF FALSE ALARM FOR RBV (3
CHANNEL) DATA. (The number is the average of the probabilities that a row target
will be incorrectly classified as a column target and vice-versa.)

Bedded and
Barley Cut Alfalfa Alfalfa Lettuce Weeds Disced Soil
Cut Alfalfa 0.0059 - -- -- -- --
Alfalfa 0.0522 0.0499 - -- - --
Lettuce 0.0000 0.0365 0.0001 -— -- -
Weeds 0.0000 0.0045 0.0017 0.0002 - -
Bedded and
Disced Soil 0.0000 0.0219 0.0003 0.0057 0.0005 -
Fallow Soil 0.0000 0.1832 0.0014 0.0424 0.0030 0.0115
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any vegetation mixed into the soil. On the other hand, the RBV did not produce any significantly

unreasonable acreage estimate for cut alfalfa, despite the potential indicated in Table 13.

While the acreage estimates shown in Fig. 36 do not indicate dramatic and consistent trends
for any one sensor simulation, a point by point statistical comparison of the recognition results
does. The general trend seems to indicate that with 2 fewer number of spectral bands available
more missed detections for a given class occurred. That is a logical result of reducing degrees
of freedom. On the other hand, these comparisons also seemed to indicate that the fewer number
of spectral bands available, the more false alarms for a given class occurred, and in proportion
to the amount of that class present in the scene (and not just in proportion to the amount of the
classes from which the false alarms were derived). This result is not logical since a priori
expectations were not used in the decisions. The net effect of these two processes was to
offset missed detections with false alarms and so maintain approximately similar total acreage

estimates for all sensors.

A complete analysis to determine the real significance and source of these results could
not be completed in the time available. One possible explanation is that a circuitous logic exists
in simulating one data set from another, and then comparing recognition results for the two, even
though, on the face of it, one might assume that a degraded simulation should produce poorer rec-
ognition results by all measures when compared to the original data. Certainly, the potential

for uniformly poorer results was indicated in Tables 10, 11, 12, and 13.

6.3. ANALYSIS OF MIXTURES WITHIN A RESOLUTION ELEMENT

All conventional multispectral recognition approaches are based upon the criterion of classi-
fying a given resolution element as either belonging entirely to one class of a given set, or as
belonging to none of the given classes. Such a criterion has the obvious advantage of requiring
only a small number of possible choices and tests as to the identity of a resolution element.
The number of choices is equal to the number of classes defined plus a rejected class composed
of everything else. However, with the advent of remote sensing from space and the associated
problem, for many users, of degraded ground resolution, it has become obvious that many reso-
lution elements seen from space will be composed of mixtures of desired target classes. This

problem increases as the spatial scale of the targets to be detected decreases.

Recent work at the Willow Run Laboratories has involved itself with the solution of this
problem.* The specific approach, often called convex mixtures, assumes that, if several target
classes i are present within a resolution element, each in proportion P, then the signature mean
of the mixture is equal to the weighted sum of the individual signature means, each weighting
factor being just equal to p;- Additionally, the covariance matrix of the mixture is assumed to

be resultant from a similar weighting of the individual covariance matrices of the components.

*Contract NAS 9-9784, NASA Manned Spacecraft Center.
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Obviously, any small number of component signatures can be so combined as to produce an in-
finite number of resultant mixture signatures, depending on the particular P, values chosen.
Specific details of the theory of the mixtures analysis and the possible methods for implementa-
tion of the mathematics have recently been reported [14]. We shall only indicate that the imple-
mentation presently operating and used herein is limited to analyzing for a mixture of no more
than n + 1 target classes, where n is the number of spectral channels available, and assumes
equal covariance for all target classes present. In addition, an alien object criterion is utilized
which rejects the entire resolution element if it appears to contain any significant quantity of
alien material (i.e., if itappears to contain anything other than the designated target classes).
This rejection criterion is analogous in effect, but not equivalent to, the rejection criterion

utilized in standard recognition approaches.

It was originally intended that the convex mixtures recognition program be applied to the
simulated space data for S-192, MSS and RBV sensors. However, the problems discussed (but
not resolved) in the previous section indicated that the results obtained when the simulated data -
are used would be of questionable validity. Therefore, in order to evaluate the recognition al-
gorithm itself without contaminating the evaluation with any simulation problems, analysis was

restricted to the 10-channel multispectral scanner data.

The space-extrapolated 10-channel scanner data were spatially degraded to the same 250-ft
square resolution previously described for the simulations. The convex mixtures recognition
processing was then accomplished using the spectral signatures extracted from the non-spatially
degraded data (previously discussed in Section 6.2). The summary results of the proportion
determinations are shown in Table 1 along with the comparable results obtained using the stan-
dard multispectral recognition technique (Section 6.2). Since the absolute accuracy of the esti-
mate is in question here, and not just the relative accuracy, Table 1 also contains the actual
ground truth results derived from ground observations and field-size measurements on the scan-

ner data (see Section 4.1).

The results shown in Table 1 provide a persuasive argument for the convex mixtures ap-
proach. For the classes cut alfalfa plus alfalfa, lettuce, and weeds plus others, the agreement
between the mixtures proportions and the ground truth is excellent. For barley, the mixtures
proportion is less than the ground truth estimate, but indicative of the fact that the ground truth
defines a barley field as being entirely barley, while the mixturgs,xtecognition.should recognize
only that proportion constituting full leaf area coverage by crop, and classify elsewhere any
patches of soil showing. Thus, the mixtures recognition indicates an average barley crop cover
of 759, of the field. This is not much different from a mean value (based upon field count and
not area count) of 80 to 859, estimated on the ground [5]. For the bare soil areas, the convex
mixtures recognition produces a higher estimated proportion than indicated by the ground truth.

The above argument for barley, in reverse, can account for at least some of this difference. In
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addition, dirt roads and other such non-productive bare soil areas would have been recognized

as soil by the mixtures recognition, but classed as other by the ground truth.

The agreement obtained for the convex mixtures recognition is not achieved in the standard
recognition results. For the vegetative targets, the estimated proportions seem much too low
to be accounted for by the previous leaf-area argument. In additon, the proportion of other {not
classified) is significantly greater than indicated by the ground truth. Only the soil proportion
can be justified by reasonable arguments other than that the standard recognition approach was

not adequate for the job required.

In summary, it would appear that, at least for this data set, the problem of target mixtures
within large resolution elements can be very nicely handled by the convex mixtures approach.
The results produced are in very good agreement with ground observations, and appear much

superior to those produced by the standard recognition technique.
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Appendix 1
EARTH'S ATMOSPHERE
In the analysis of Earth's surface features from space data, it is often necessary that one
consider the perturbing effects.of the atmosphere. In this section we shall summarize briefly
those atmospheric properties and phenomena which affect electromagnetic radiation in the visi-

ble and near-infrared regions of the spectrum.

1.1. SOLAR RADIATION

Almost all of the electromagnetic radiation which arrives at Earth’s surface originated
from the sun. The spectral characteristic of the radiant energy emitted by the sun approxi-
mates that of a 8000°K blackbody with about 999% of the radiation being contained within the
spectral band 0.2 to 4.0 pm. Recent high-altitude measurements of the solar radiation by
Thekaekara [15] and Arvesen et al. [16] are considered to be among the most reliable esti-
mates of the spectral solar radiation in the visible and near-infrared region. Temporal varia-
tions in the solar output can be attributed to geometric and intrinsic changes. There is a 6%
total annual variation caused by the varying Earth-sun distance. Intrinsic changes, either from
the sun itself or from &isturbances in the interplanetary medium are not well known but are

generally believed to be small.

1.2. ATMOSPHERIC ATTENUATION

In passing through the atmosphere, electromagnetic radiation is scattered and absorbed by
gases and particulates. Besides the major atmospheric gaseous components of molecular nitro-
gen and oxygen, the gases carbon dioxide, water vapor, ozone, atomic oxygen, atomic nitrogen,
carbon monoxide, methane, hydrogen, helium, and nitrogen compounds play an important role
in transfer of radiation. The strongest absorption occurs in the ultraviolet (UV) as a result of
electronic transitions of molecular and atomic oxygen and nitrogen, and ozone. Another strong
region of absorption is the infrared in-which there are many bands of absorption due primarily
to the vibration and rotation of H20, COz, and O3 molecules. In the visible region from 0.40 to
0.70 pm there is very little absorption by gases. It is in this region however, where multiple
scattering takes place and a spatial redistribution of the energy occurs. Since a typical gas
scattering center is of the size ~ 10“3 pm, whereas the wavelength of visible radiation is ~ 0.5 um,
dipole radiation results and has an intensity which is proportional to the inverse fourth power of

the wavelength, i.e.:

-4 2
IRayleigh xA (1 +cos” 6 (7)
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where 0 is the angle between the initial and final directions of the photon. This type of process

is usually referred to as Rayleigh scattering.

Besides the gaseous component, radiation is also affected by the presence of particulates.
If the particles have a residence time which is long compared to the period of time required for
a measurement, then we can refer to this semipermanent suspension of liquid and solid particles
as an aerosol. Aerosols may be categorized as hazes, clouds, mists, fogs, smokes, smogs, and
dusts. Their composition can vary, but most continental aerosols are composed of chemical
compounds such as NH, Na', Mg" ", 50; , NO:;, NO:; and NOé
man-produced aerosols can contain carbon compounds. Much work has been done over the years

. Voleanic eruptions, winds, and

on aerosols and their size distributions [17]. Generally speaking, one can divide the particles
into three size divisions as listed in Table 14. Deirmendjian has classified distributions ac-
cording to continental and coastal or maritime types [18]. He uses a modified gamma distribu-

tion of the form

n(r) = arC exp (-br”) (8)

where 0 = r < w. The parameters a, b, {, and y are not all independent of each other but are
related to the mode radius of the particles and their number density. Deirmendjian has devel-

oped a variety of models of clouds and hazes by using Eq. (8).

TABLE 14, SIZE DISTRIBUTION OF
AEROSOL PARTICLES

Particle Radius

Range r(um)
Aitken Nuclei 0.001t0 0.1
Large Particles 0.1to0 1.0
Giant Particles 1.0

Based upon this discussion of gases and aerosols, we shall now describe the scattering and
absorption properties of Earth's atmosphere. If a beam of radiation propagates through a uni-
form medium a distance x and undergoes scattering and/or absorption out of that beam, the in-

tensity at distance x from the source is
I(x) = I0 exp (-kx) 9)

In Eq. (9) « is referred to as the volume extinction coefficient and has the dimensions of recipro-
cal length. In general, for Earth's atmosphere, k is not constant with altitude but varies ac-
cording to the number density of the scattering and absorbing centers. Since the scattering and

absorbing processes are independent events we can write

K =a+3

104




WILLOW RUN LABORATORIES

where a is the volume absorption coefficient and 3 is the volume scattering coefficient. Also,

since Rayleigh and aerosol attenuation processes are independent we can write

(I=(1R+C¥A
B=Bg+h,
K =KR+KA

If we neglect the rather complex relationship of absorption by gases and consider only scattering,

the volume extinction coefficient for Rayleigh scattering is given by

KR = N(h)oS(Raylelgh) (10)
where
3, 2 2
: 87 (m”~ - 1)—l 6 +3A
o (Rayleigh) = X |7
5 3/\4N2 J 6 - 7A

is the Rayleigh scattering cross section for a gas with an index of refraction m, depolarization
anisotropy factor A, and sea level number density NS for a standard atmosphere. In Eq. (10)

N(h) is the number density as a function of altitude h.

When the wavelength of the radiation is approximately the same as the sizes of the scattering
centers, then the instantaneous distribution of charge over the scattering center is a complicated
multipole of high order and the consequent scattering is referred to as Mie scattering [19, 20,
21]. Most of the particles composing a haze are typically 0.1 to 1 pm in size and hence for visi-
ble and near-infrared radiation the above criterion is fulfilled. Thus, a hazy atmosphere is
characterized by considerable scattering. It turns out, however, that the spectral variation for
a haze is not a )\'4 type as in Rayleigh scattering but a A_1‘3 type. Therefore, a hazy atmosphere
will not possess the deep blue color of a clear sky. A comparison of Rayleigh and aerosol scat-

tering is shown in Fig. 37.

In the case of particulates, a formula for the extinction coefficient similar to Eq. (10) will
no longer apply since there is a distribution of particle sizes. Thus, for aerosols we must inte-

grate over the particle sizes, i.e.:
e © ©
ay = [o (N B, = [o oNmar  «, = [owmte)ar (11)
0 0 0

where oa(r), oS(r), and ot(r) are the absorption, scattering, and total cross sections respec-

tively and N(r) is the particle number density. For comparison, Fig. 37 illustrates the attenua-

tion coefficients for aerosol and Rayleigh scattering.
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Throughout the visible region the major amount of absorptionthe result of ozone inthe so-called
Chappuis bands. The peak of absorption occurs near 0.60 um and the total amount of absorption
over the visible region is about 2-39,. Compared to other atmospheric absorbers, ozone is not
uniformly distributed but lies primarily at an altitude of 23 km and acts essentially as an absorb-
ing layer rather than a homoge_neous type of absorption as for other gases. For this reason one

can freat this absorption as separable from the scattering phenomenon.

1.3. METEOROLOGY

1.3.1. OPTICAL DEPTH
The optical depth of an atmosphere is a useful quantity which expresses the amount of scat-
tering or absorption which occurs. It can be thought of as the distance which a photon travels

measured in units of mean free paths. Thus, it is defined as

®
7(h) = fK(Z)dZ (12)
h

where h is some altitude above sea level and k(z) is the volume extinction coefficient.* The

total optical depth of the atmosphere relative to sea level is then
©
T9 = fK(Z)dZ (13)
0

It is possible to separate the optical depth into two components, that of Rayleigh scattering
and that which results from Mie scattering. Let us first consider the Rayleigh optical depth,

TR' If the terrain altitude is not at sea level, Eq. (13) must be modified as follows:
©
'rR(hO) = fKR(Z)dZ (14)
Ry
where ho is the station altitude and KR(Z) is the Rayleigh volume extinction coefficient. Now,

the gaseous component of the atmosphere manifests itself through a static pressure which is

found from the hydrostatic balance equation, i.e.

=2}
P(hy) = [ ple)g(z)dz (15)

B

*From this point on all quantities are assumed to be spectral values unless otherwise
stated. Spectral dependence will not be shown explicitly.

107




WILLOW RUN LABORATORIES

where p(z) is the density of the atmosphere at altitude z and g(z) is the acceleration due to grav-

ity. Since g(z) = g0 the value at sea level, Eq. (15) becomes

©
‘ Plhy) = g, [p(z)dz | (16)
hy
Now Eq. (14) can be written as
PD
rphg) = [ Nz)o(z)dz (17)
g
The number density N(z) is
App(2)
NG = wy

where AO is Avogadro's number, and M(z) is the mean molecular mass of the atmosphere. Since
M(z) = MO and o(z) = Gy their corresponding sea level values, then Eq. (13) becomes
A
TR(hO) 2—1\716— fP(Z)dZ (18)
By

Therefore, we see that Eqs. (12) and (14) together give

(19)

Since the right hand side of Eq. (15) is independent of hO, the relationship holds for any base alti-
tude, thus

TR(hO) TR(O)
p(h"o‘“) S =I(0)

and (20)

P(n,)
Tr) = ROV 57

where h. =0 is interpreted as sea level altitude. It should be noted that Eq. (16) also holds if

0
there is a basic or intrinsic change in atmospheric pressure beyond that which results from an
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altitude change. Hence, Eq. (16) can be used to find the Rayleigh optical depth corresponding to
a given station pressure P(ho). We shall let P(0) be 1013.250 mbar as a reference. The result-
ing TR(O) = Tho is shown in Fig. 6 for 15°C. Correction for temperature is not usually signifi-

cant, but, if needed Penndorf’s [22] formulas can be used.

1.3.2. TURBIDITY
The turbidity Tu of the atmosphere is a measure of its deviation from a pure Rayleigh at-
mosphere. There are various definitions of turbidity but the one which we shall use is the

Linke [23] turbidity factor, given by

TRTu =R+ 7A 21
or
;
T, =1 LA ©22)
R

where 7, is the Rayleigh optical depth and 7, is the aerosol optical depth.* Thus, if there is

no aerosfél present in the atmosphere the tur%idity has its minimum value of one. Values of
turbidity have been determined for the atmosphere over Europe [24] and the United States [25].
It is found that Tu varies from a low value of 1.7 at high altitudes in winter months to a high
value of 3.9 at low altitudes in the summertime. As can be seen if one has available the turbidity
of the atmosphere, then the aerosol optical depth is determined and the total spectral transmit-
tance of the atmosphere is known. As will be seen in a later section this is an important factor

in removing atmospheric effects from space data.

If 2 measurement of the particle size is made in a given region, and the number density is

known, then the aerosol optical depth can be determined using

[eo]e ]
ra0) = [ [ o0, 2)N. (v, 2)dr dz 23)
-h0

Let us éssume that the particulate cross section does not vary with altitude z, and that the num-
ber density is given by

Np(r, z) = np(Z)W(r) (24)

i.e., the particle size distribution is independent of altitude, an approximation which is usually

valid. Hence, the optical depth can be written as

*We are neglecting absorption by water vapor since we consider only the visible and infra-
red transmission bands.
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0
TA(h) = Et fnp(z)dz (25)
h
where

o
. 5, = f o, (rW(r)dr (26)
0

Since aerosol particles have a negligible influence on pressure there exists no pressure cor-
rection for the aerosol optical depth as there was for the Rayleigh optical depth. There does
seem to be a positive correlation of scattering coefficient with relative humidity [26] but no
unique relation or formulation exists. As can be expected, the relationship connecting aerosol
optical depth and terrain altitude is not a simple one. If the lateral extent of the terrain is large
enough to affect the local weather, then we shall assume that the total aerosol optical depth is

independent of terrain altitude.

1.3.3. VISIBILITY
For most practical purposes a measurement of the visibility or visual range defines the
basic optical state of the atmosphere. We shall not go into the details of visibility studies but

rather we shall simply use Koschmieder's [13] definition for horizontal visual range, i.e.,

3.912

Vi) =Sy

27
where the visual range at altitude h is usually measured in kilometers and the volume extinction
coefficient x(h) is given in reciprocal kilometers, and both V and « are defined at a wavelength
of 0.55 um. The dependence of visual range on extinction coefficient is illustrated in Fig. 38.
As a result of thorough analysis of experimental data on atmospheric aerosols, Elterman [28]

was able to show that the volume extinction coefficient can be written as

-z/H
K(z) = ke p (28)

where H_ is a scale height for an aerosol distribution and is a function of visual range. As a

result of Eqs. (27) and (28) and the definition of optical depth, the following relation exists:

5™ v
7, @) - V(W) (29)

where TA(O) is the optical depth at sea level terrain altitude and V(0) is the corresponding visual

range. The dependence of aerosol optical depth on wavelength and visual range is shown in Fig. 7.
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Appendix II
THE RADIATIVE TRANSFER MODEL
Having defined the optical properties of realistic atmospheres, we must now make use of
the theory of radiative transfer to describe the spectral, angular, and geometric distribution of

electromagnetic radiation.

II.1. GENERAL DEFINITIONS

Knowledge of the amount of energy flowing per unit area per unit solid angle per unit time
per unit wavelength interval for a given polarization state at each point within an atmosphere in
terms of the relevant optical parameters constitutes a complete description of the radiation field
within that atmosphere. This radiometric quantity is called spectral radiance for a certain
state of polarization. We shall average over all polarization states for our work and define

spectral radiance without regard to polarization.

The radiation falling upon some flat surface averaged over a hemisphere is called spectral
irradiance. It is the amount of energy flowing across a surface per unit area per unit time per

unit wavelength interval.

Finally, the spectral transmittance is a dimensionless parameter which indicates the

amount of attenuation which a beam of radiation undergoes in passing through a medium.

Let us consider the problem of an atmosphere of infinite lateral extent bounded below by a
flat surface and above by a vacuum. Also, allow solar radiation to enter the atmosphere at an
angle 90 with respect to the outward normal. The total spectral radiance at any point in the

atmosphere can then be written as

LT(h, v, Bv’ 90, ¢) = LI(V’ GV, 90, $)T(h, V, Gv) ¥ LP(h, v, GV, 8., ®) (30)

where LI(V’ 8, by ¢) is the intrinsic surface radiance, LP(h’ v, 8, 6y @) is the path radiance
which results from multiple scattering and emission, and T(h, V, 8,) is the transmittance. The
quantities h, V, Hv, 80, ¢ are respectively the altitude, visual range, view angle, solar zenith

angle, and relative azimuth angle between the solar plane and the view plane.

11.2. RADIATIVE TRANSFER THEORY

The details of radiative transfer theory which have been developed over the past 70 years
with all its mathematical intricacies are much too involved to be presented here. However, the
basic general ideas can be outlined. There exist three general techniques for determining spec-
tral radiance in a medium: (1) a continuous formulation in which differential or integral equa-
tions are solved for the radiation field, (2) a discrete space approach which consists of dividing
space into cells and solving difference equations, and (3) a statistical sampling or Monte Carlo

solution which depends on the generation of random numbers. Some details of radiative trans-
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fer theory and its application to remote sensing problems have previously been described by
Turner [29], Malila et al. [30], and Turner et al. [31].

Usually, the major difficulties of solving the equation of radiative transfer involves essen-
tially two functions, the single-scattering albedo and the single-scattering phase function. The

former quantity is defined as |

wolr) = &1 | (31

and simply indicates the amount of scattering that takes place. If wO(T) = 0 there is no scatter-
ing and the problem is greatly simplified; if wO(T) = 1 there is pure scattering, i.e. no absorp-
tion, and great/\m:jl\thematical difficulties can occur. The single-scattering phase fxnction, de-
noted by p(v, @' Q") is the fraction of radiation which is scattered from direction Q' into direction
6. For Rayleigh scattering the phase function is a simple dipole-like distributionbutfor scatteriﬁg
by aerosol particles the energy is usually distributed heavily in the forward direction, i.e., it is
highly anisotropic. For low degrees of anisotropy the solution of the radiative transfer equation
is not too difficult. For realistic aerosols which occur in Earth's atmosphere, however, the phase

function is extremely anisotropic and certain approximations must be made to solve the equation.

11.3. THE DOUBLE-DELTA FUNCTION APPROXIMATION

The earliest attempts to solve the radiative transfer equation (32, 33) involved breaking the
radiation field up into two parts, an upward and downward flux. We consider that we have a
modified version of the Schuster-Schwarzschild approximation, called the double delta-function

approximation. It has the advantage that it can be applied to hazy atmospheres and produce more
realistic results.

1

We shall consider a homogeneous, isotropic, plane-parallel atmosphere illuminated by di-
rect solar radiation at an angle 90 with respect to the outward normal. By homogeneous it is

meant that the qualitative scattering and absorption properties are independent of optical depths
(i.e. altitude).
wo(f) =Wy, a constant ) (32)

and

p(T,ﬁ-ﬁ') = p@'f\l') ‘ (33)

By isotropic it is meant that the scattering and absorption properties are independent of the ini-
tial direction of the photon at an interaction center. The details of solving the integro-differen-
tial equation of radiative transfer is beyond the scope of this report. Only the results of the
mathematical analysis will be presented here.
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The assumptions of the model are the following: (1) there is no diffuse radiation entering
Earth's atmosphere from above; (2) the surface background terrain albedo is Lambertian,i.e,
perfectly diffuse; (3) there is no absorption within the region where scattering occurs; (4) haze
is characterized by visual range or transmittance; (5) no clouds are present; and, (6) the single-

scattering phase function can be written as

plu, ¢, u's &) =4mnd(u- )0 (u - p') +4r(1 -6(u + p)o@m + ¢ - ¢") (34)
where u = cos A, u' = cos #'. The primed quantities refer to the initial set of angles and the un-
primed quantities to the final set of angles. The parameter 7 is the fraction of energy which is
scattered into the forward hemisphere and is designated by the approximate relation

. 0.51'R + O.QSTA

n= (35)

TR¥TA

where TR is the total Rayleigh optical depth and TA is the total aerosol optical depth. Equation
(35) indicates that for most aerosol atmospheres with heavy haze where Ta >> TR then 7 = 0.95
i.e. 959 of the radiation is scattered into the forward direction. If there is very little haze pres-
ent, N << R and 7= 0.5, i.e. 509 of the radiation is scattered into the forward direction, a
result which is exact for pure Rayleigh scattering. Thus, Eq. (35) should hold for all realistic

atmospheres from the clearest to those with a heavy haze.

11.4. SIMPLIFIED RESULT FOR SPACE APPLICATIONS

Introducing relation (34) into the radiative transfer equation allows one to solve for the irra-
diances within the atmosphere [34]. For our purposes, since we are concerned with space data,
the total (diffuse plus solar) downward irradiance at the bottom of the atmosphere, Eg is given
by

E = 1
g"o hor-mrg | "1 v o - m -p)ry

where E is the mean surface (Lambertian) reflectance and E0 is the extraterrestrial solar

irradiance. We can rewrite Eq. (36) as

E (r,)
—%—01 = I(uo, TO) [1 + J(TO)H(E, TO)] (37)

where the functions I(‘UO’ 'ro), J(TO), and H(p, TO) are defined as

2
Ho

Hpg, 7g) = hg T - T, (38)
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J(TO) =2(1 - U)TO (39)
Hp, 7,) = p = (40)
Y00 T 1+ 2(1 - ) - p)TO
and are all functions of the wavelength, ». Note
E (r,) Wy, 7o)y p =0
_&_0_ = IJO 0 p — (41)
EO I(‘UO’ TO) 1+ J(TOlp =1

The general equation for total spectral radiance of a target t as seen from the top of the

atmosphere (7 = 0) is given by

t
L0, 1, 8) =5 E ()T (0, 1) + L0, 1, 9) (42)

where pt is the effective diffuse reflectance of the target. The total transmittance of the atmo-

sphere is given by

-t/ 1
TO, u)=e OV (43)
and the spectral path radiance is
L (0, u, ¢)
L0 pu_,¢)=E,| 2—Y— (44)
P v 0 EO
where the bracketed function is expressed as
L (0, p_, ¢)
L v = (45)
EO =F (uv‘) ¢V’ “0’ ¢O, TO) + G(“V’¢V’ “09 ¢0, TO)H(TO’ fJ)

and

: 1
F(“V’ ¢V’ UO, ¢O; To) = 4 {(1 - U)(TO - “v)[p(“vs ¢V’ uoy T+ ¢0)

”[HO + (1 - 77)7'0]

+ p(“v: ¢‘V’ "”0, ¢0)] + “Op(l-‘v, ¢V’ "“0’ ‘bo) +(1 - n)ﬂv[ P(Mv, ¢V’ /-‘0, Tt ¢0)

+plu,, ¢y ~1 g, $olle V- ngplug, @, - gy Bode (46)

-7/ ‘To/“v}
.ug -TO/“V
G(“V’ ¢V’ #0; (bO’ TO) = 2,”[“0 i n)TO] 1+ 4[Jv(1 -n) - [1 +4(1 - U)(TO + Mv)]e }

The single-scattering phase functions are given by (47)
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P(Ilv, ¢V’ Hos mt ¢O) = pl&lvuO - \/(1 - u‘zr)(l - HS) cos (¢V - ¢0)] (48)

pluy, ¢s T g $g) = p[—uvuo + \/(l - us)(l - u%) cos (¢ - ¢0)] (49)

The values used for the phase functions are those for Deirmendjian's [18] polydisperse continen-
tal aerosol distribution and the Rayleigh phase function. A specialized computer program
adapted from the radiative transfer model was written to allow the direct determination of the
functions 1, J, H, T, F, and G in terms of wavelength, view angle, solar zenith angle, relative

azimuthal angle, and total spectral transmittance.

The radiative transfer model in its most general form has been used for direct comparison

with experimental values of sky radiance and exact sky radiance calculations using Chandrasekhar's

~

35] theory. Except for very large solar zenith angles (8, = 86°) the agreement is excellent [31, 34].
0 ;

Section 4 describes model validation for the downward looking case.

A simplified technique for graphical computation of the atmospheric parameters discussed
above has been formulated. Section 3 describes the procedure and presents the graphs. Also
described is a correction for ozone absorption based upon the assumption that most of the signif-
icant ozone absorption effects occur above the altitude where scattering becomes of negligible

significance.
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Appendix III
SIMULATED S-192 MULTISPECTRAL SCANNER IMAGERY
Section 6.1 described the methodology by which multispectral digital data were simulated
for various space sensors by_ use of the M-5 multispectral scanner data of Imperial Valley.

These simulations included the first seven spectral channels of the $-192 sensor.

Hardcopy imagery of the S-192 sensor simulations were prepared from the digital tapes
by the Earth Observation Divisions' Data Analysis Stations at NASA/Manned Spacecraft Center.
This imagery is presented as Fig. 39. As discussed in Section 6.1, these simulations are quite
good in terms of reproducing, for each spectral channel, the appropriate average band radiance
level for the various targets evaluated. In addition, the simulated resolution of 250 ft square

approximates quite closely the nominal resolution capability of the S-192 sensor.

Certain limitations or deficiencies in the simulations were also discussed in Section 6.
For the simulated imagery of Fig. 39, the important deficiencies concern resolution and noise.
Because the simulated 250 ft square resolution element was built up from much smaller (50 ft
square) elements, the Modulation Transfer Function (MTF) for this simulated element is quite
high, probably about 0.9. Conversely, the actual S-192 sensor (unit 2) exhibits an MTF be-

tween 0.26 and 0.41 for such a resolution element [12].

System detector or photon noise sources are significantly suppressed in the simulated
$-192 imagery. This results partly from the spectral and spatial averaging involved in pro-
ducing the simulation. Additionally, however, the atmospheric path radiance added to the data
to simulate space-acquired data was a pure noise-free level. In any real sensor, a higher path
radiance input leads to higher photon noise, while the associated decrease in path transmittance
leads to attenuated signal differences between targets, the net result being a reduced signal to
noise ratio for discriminating between targets. This deficiency in simulating the noise con-

sequences of the total atmosphere on the data is greatest for the shortest wavelength channels.

Figure 40 is a ground truth map of the Imperial Valley area for which the $-192 simula-~
tions were made. Tables 15 and 16 identify the nature and state of the numbered fields at the

time the data were acquired. Figure 40 and the tables were extracted from reference [5].
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Data Not Available

(a) Channel 1

(g) Channel 7

FIGURE 39. SIMULATED S-192 MULTISPECTRAL SCANNER IMAGERY. Spectral and

spatial simulation accomplished by means of M-5 multispectral scanner data acquired

over Imperial Valley on 12 March 1969. Each image represents an area approximately
2 mi wide and 14 mi long.
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TABLE 15a. IMPERIAL VALLEY GROUND TRUTH
Line 15D (McCabe Rd); Fields 1-50

Est. Ave. Est. Ave.
Field Field Row Crop Height Ground Cover Field Treatments Prior to and During Flights,
No. Code Dir. {in.) . (%) and Other Ground Observations
1 A&R NS 3-4 90 Recently cut
2 B NS 30-36 60 Large patches of bare soil in E portion of field
3 R NS 3-8 70
4 R NS 3-8 80
5 A&B EW 4-6 70
6 A NS 6-12 60 309, weed cover
7 A&B EW 6-8 90 Recently pastured
8 A&B NS 10-34 80 Pastured
9 A&B NS 2-6 90 Pastured
10 A NS 2-4 100 Recently cut
11 CB NS 6-12 60 109, weed cover; field partially cut
12 A NS 8-10 90
13 L NS 4-6 80
14 A NS 2-6 90
15 B NS 24-30 90
16 B NS 2-6 90 Recently cut
17 A NS 12-16 100
18 B NS 20-30 100 Heading stage
19 B NS 12-20 80 20% weed cover; pastured; large portions of bare soil
in S portion of field
20 R NS 10-16 80
21 R NS 2-6 90
22 R EwW 2-4 90 Pastured; patches of bare soil with white salt deposits
23 R NS 4-8 80 Scattered areas of salt deposits and weeds at E end
24 A NS 2-8 70 109, weed cover; pastured
25 R NS 2-6 80
26 B EW 20-28 90
27 B NS 20-24 60 Large patches of bare soil in E portion of field
28 A EwW 8-16 90 Irregular cover
29 A EwW 15-22 90
30 A NS 3-12 ¢ 90 Pastured
31 B NS 2-6 90 Recently cut .
32 B NS~ 2-4 100 Recently cut; yellowish-green stubble
33 A NS 4-10 90
34 B EW 18-24 90
35 A NS 16-18 90 " Pastured
36 A Ew 2-4 80 Recently cut; yellowish-green stubble
37 SFT
38 B NS 18-24 85 Large patches of bare soil in N portion of field
38 SB EwW 20-24 90 109, weeds
40 SB NS 18-24 80 209, weed cover
41 R EW 4-10 70
42 R NS 4-8 80
43 SB 18-24 90
44 PS 10-16 950 15% alfalfa and 759, weeds
45 BS Bedded for cotton
46 B NS 18-24 90
47 SFT 20-60 Weeds
48 B NS 18-24 30
49 L NS 6-8 60 Yellow mottling
50 L NS 6-8 40 409 weed cover
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TABLE 15b.

Est. Ave.
Crop Height
(in.)

18-24
24-30
10-16
18-24
10-12
12-18
12-14

8-10

8-10
24-36

20-24
15-18
12-18
3-6
18-24
20-30
10-12
2-4
4-8
4-12
3-8
4-6
14-18
18-24

24-30
24-30
6-10 '
2-8
12-14
10-12

12-14
24-36
3-10
24-30
24-30
3-6
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Line 15D (McC

Est. Ave.
Ground Cover
()

90
100
90
90
100
100
100
70
70
100

70

100
100
100

80

IMPERIAL VALLEY GROUND TRUTH

abe Rd); Fields 53-103

Field Treatments Prior to and During Flights,
and Other Ground Observations

Yellow mottling
Yellow mottling

Recently cut

209, weed cover

309, weed cover

Bedded for cotton

Pastured

E portion of field is barley; pastured

809, weed cover
80% weed cover
809, weed cover
80% weed cover

Large patches of bare soil in SE portion of field

Recently cut
Bedded for cotton
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TABLE 15c¢. IMPERIAL VALLEY GROUND TRUTH
Line 15D (McCabe Rd); Fields 104-155

Est. Ave. Est. Ave.

Field Field Row Crop Height Ground Cover - Field Treatments Prior to and During Flights,
No. Code Dir. (in.) (%) and Other Ground Observations
104 A NS 10-12 80
105 A NS 10-12 70
106 SF NS 24 -30 100
107 SF NS 24-30 100
108 R NS 3-6 80
109 R NS 3-5 80 Pastured
110 L NS Recently disked
111 L Recently disked
112 BS NS Worked and borders up
113 L Recently disked
114 BS EwW Bedded for cotton
115 B NS 6-10 90
116 B EwW 18-24 80
117 A EW 10-12 80
118 BS EW Bedded
119 A NS 10-12 90
120 BS EW Bedded

121 B EW 24-36 100
122 BS EW Bedded for cotton
123 BS Recently plowed
124 A EwW 100 Recently cut
125 A&B NS 3-5 70
126 ON NS 12-18 70
127 BS EW Bedded for melons
128 BS EW Bedded for melons
1289 L NS 4-8 30 T
130 B NS 24-30 100
131 A NS 3-4 60 Recently cut
132 A EW 6-8 80
133 A EwW 6-8 80
134 A NS 3-6 70
135 BS Bedded for cotton
136 A NS 3-6 70
137 BS NS Bedded for cotton
138 BS EwW Bedded for melons
139 BS
140 BS
141 BS
142 BS
143 BS
144 BS
145 BS
146 SB NS 18-24 80 409, weed cover
147 CB NS
148 A 10-36 90 Weeds; pastured
149 A NS 3-18 90 Weedy
150 A Weedy
151 BS NS Bedded for cotton
152 L NS 5-10 60 509, weed cover
153 SB NS 15-18 100
154 L NS 4-6 50
155 L NS 4-6 70
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Field
Code

TABLE 15d. IMPERIAL VALLEY GROUND TRUTH
Line 15D (McCabe Rd); Ficlds 156-207

Est. Ave. Est. Ave.
Row Crop Height Ground Cover Field Treatments Prior to and During Flights,
Dir. (in.) ) and Other Ground Observations
Ew Bedded for melons
EwW Bedded for melons
NS Recently plowed
NS 8-16 95
NS 8-16 90
NS 10-12 100
NS 10-12 100
EwW Bedded for melons
Recently plowed
NS 3-5 30
EwW Bedded for melons
NS Bedded for cotton
EwW Bedded for cotton
EW 15-18 80 30 weed cover
NS 10-12 100
NS Recently disked
NS Recently disked
NS 24-30 100 -
NS 12-18 60
EwW Bedded for cotton
NS 100
EWwW 15-20 90
NS 12-20 90 Yellow mottling
NS 6-8 80
EW Bedded for melons
NS 3-6 80
NS 4-8 70
NS 12-24 100
EW 10-14 90
NS Bedded
NS ' 60
EwW 2-4 60 Pastured; weedy
EwW 2-4 60 Pastured; weedy
EW 15-25 100
NS 6-8 70
NS 2-4 70 Recently cut
Orchard
NS ) 80 Cut and baled
NS 2-4 70
NS 2-4 80
NS 24-30 100
NS 30-36 100
NS 100 Recently cut
EW 2-4 60 W 1/2 of field recently plowed
NS Bedded for cotton
NS 24-30 100
Sheep pasture
NS Bedded for cotton
NS 2-4 70 Recently cut
EW Recently plowed
EW 20-28 100
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251

Field
Code

TABLE 15e.. IMPERIAL VALLEY GROUND TRUTH
Line 15D (McCabe Rd); Fields 208-251

Est. Ave. Est. Ave.
Row Crop Height Ground Cover Field Treatments Prior to and During Flights,

Dir. (in.) - (%) and Other Ground Observations
NS Bedded

Recently plowed
EwW 60 Recently cut
NE& 14-18 60 E portion of field in NE-SW rows
NS
EwW 6-8 70
NS 24-28 90
EwW . 15-18 70 Yellow mottling
EwW Bedded for cotton
EwW 8-10 100

Borders worked up
EwW 12-14 100
EwW 18-26 90
NS 15-18 90
EwW 6-10 90
NS 15-18 20 Yellow mottling
EW 10-12 100
SE 12-18 60
NS Bedded for cotton
NE 6-8 60 Weedy
EW 3-5 70 Pastured
EwW 12-18 100 30% weed cover
EwW Bedded for melons
NS 8-10 100 Harvesting 3/12
EW Bedded for melons
EW 30-36 90
NS 12-24 100 .
EW 24-36 © 100 Yellow mottling

Orchard
EW 12-14 90

) Boarders worked up

NS 4-6 50
EW Bedded and irrigated
EwW Bedded for melons
NS 4-6 60
NS 4-6 60
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) TABLE 16. FIELD KEY
Field Code Field Type
A = Alfalfa
B =  Barley
A&B = Alfalfa and barley
A&O =  Alfalfa and oats
A&R = Alfalfa and rye
BS =  Bare soil
CB =  Cabbage
CR =  Carrots
FL = Feed lot
FS =  Farmstead
G =  Cotton gin
GS =  Grain stubble
I = Idle
L =  Lettuce
ON =  Onions
OR =  Orchard
, P = Pond
PS = Pasture
R = Rye )
R&B = Rye and barley
SB =  Sugar beets
SF = Safflower
SFT = Salt flat

FX =  Flax

i
5
|
:
i
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